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Security of eGovernment Systems - Conference Report

Abstract

The conference report for the STOA project “Security of e-Government Systems”consists of the
conference background material and the main conclusions from the conference. Furthermore
the report includes written papers from most of the speakers at the conference.

The conference took place on the 19th of February 2013 in the European Parliament. Around 60
people participated.

The conference focused on the central security and feasibility issues of EU eGovernment
systems and the perspectives for establishing EU eGovernment services. The conference build
on presentations from experts and stakeholders, and debate with MEPs about policy options
related to EU eGovernment systems.
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1 INTRODUCTION

This is the intermediate report 3 (the conference report) for the STOA project “Security of e-Government
Systems”. It consists of the conference background material and the main conclusions from the
conference (chapter 2). Furthermore the report includes written papers from most of the speakers at the
conference (chapter 4).

The conference took place on the 19th of February 2013 in the European Parliament. Around 60 people
participated.

Photo: Arnd Weber

The conference focused on the central security and feasibility issues of EU eGovernment systems and the
perspectives for establishing EU eGovernment services. The conference build on presentations from
experts and stakeholders, and debate with MEPs about policy options related to EU eGovernment
systems.

The conference was organized by

Anders Jacobi and Mikkel Lund, Danish Board of Technology
Arnd Weber, KIT
Linda Kool and Geert Munnichs, Rathenau

Policy Brief

After the conference an expert meeting was held. At this expert meeting the most important issues from
the conference were discussed with focus on possible policy action. The summary of the expert meeting
debates are included as a Policy Brief in this report (chapter 3)
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2 CONFERENCE BACKGROUND INFORMATION

2.1 Invitation to the conference

Welcome to the conference on Security of e-Government.

e-Government is at the forefront of current public sector reform policies across Europe and the rest of the
world where the use of information and communication technologies (ICTs) to digitize transactions and
deliver public services is seen as a major leverage of public sector innovation. However, providing
public sector information and services online also poses profound challenges to security and citizens'
trust in governments, including threats to identity, privacy and data systems. Thus, safeguarding data
and systems is of pivotal importance since it can influence governments’ and users’ willingness to adopt
the online services offered.

The European Parliament, via the Science and Technology Options and Assessment has asked The European
Technology Assessment Group (ETAG), which includes The Danish Board of Technology, Rathenau
Institute of Technology and Karlsruhe Institute of Technology, to conduct a study on overarching
security aspects of e-Government.

The consortium partners have conducted detailed case studies of the three application domains of e-
Government: e-Procurement, e-Health and biometric passports. The ETAG consortium identified key
security concerns for e-Government in the following seven areas: network security, interoperability,
identification, usability, privacy, access control and function creep. These cross-cutting and interrelated
security challenges were examined in the context of the case studies.

The study aims to assist policymakers in formulating policy options for meeting future challenges in
securing e-Government systems. This is the aim of today’s conference. The conference will start by
presenting the main findings from the case studies, followed by a discussion of three main issues
identified in the report: security, privacy and overall EU level policy challenges.

This guide contains:

 A detailed programme for the day
 Short presentation on the 13 speakers that will appear that day.
 Complete list on registered participants (as of February 11. 2013)
 Short papers to accompany some of the presentations. Not all speakers were able to submit

papers.

The talks will be short

The programme has been designed for short presentations with a focus on delivering key points for the
members of the European Parliament. This is also so the panel and others has better time to ask follow-
up questions and engage in a discussion.

Linda Kool & Geert MunnichsAnders Jacobi & Mikkel Lund
Jensen

Arnd Weber
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2.2 Speaker list

In alphabetic order:

Walter Castelnovo, IT Ph.D., Assistant Professor of Information Systems at the University of
Insubria, IT. His research interests concern technological and
organizational innovation in Public Administration and Inter-
organizational Information Systems. He is one of the founders of the
Research Center for “Knowledge and Service Management for Business
Applications” at the University of Insubria and he is member of the
Scientific Committee of the “Interdepartmental Center for Organizational
Innovation in Public Administration” of the University of Milan.

Chris Dalton, UK Principal Research Scientist at Hewlett Packard Labs, UK. His research
interests lie in pragmatic approaches to getting strong security properties
into Internet systems and services. Prior to joining HP Labs in 1996, he
hacked a lot with Unix and did a little research for the University of Wales,
Bangor. Before that, he worked for Lucas Aerospace Engine Systems after
graduating from Imperial College, London.

Gernot Heiser, AUS Scientia Professor and John Lions Chair of Operating Systems at the
University of New South Wales (UNSW), and Leader of the Software
Systems Research Group at NICTA, Australia's National Centre of
Excellence for ICT Research. In 2006 he co-founded Open Kernel Labs (OK
Labs) to commercialise his L4 microkernel technology, which deployed the
microkernel in over 1.5 billion mobile devices. OK Labs was acquired by
General Dynamics in 2012.

Peter Hustinx, EU European Data Protection Supervisor

Mr. Peter J. Hustinx (1945) has been European Data Protection Supervisor
since 2004.  The European Data Protection Supervisor is entrusted with
monitoring and applying the provisions of Regulation (EC) No. 45/2001 to
the processing of personal data carried out by the Community institutions
and bodies. He also advises Community institutions and bodies on all
matters concerning the processing of personal data, and has a duty to
cooperate with national supervisory authorities and supervisory bodies
established under the third pillar of the European Union.

Mr. Hustinx has been closely involved in the development of data
protection legislation from the start, both at the national and at the
international level.
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Anders Jacobi, DK Researcher / senior project manager at The Danish Board of Technology
Foundation, MSc. Sociology.

He has led several projects with sociological methods involving
participation, interviews and questionnaire techniques. Anders Jacobi has
worked with Open Innovation strategies and Innovation policies. He is
coordinator of the FP7 foresight projects CIVISTI and PACITA.

Florent Kirchner, FR Leader of the CEA LSL lab, FR. As part of CEA, The French public
multidisciplinary research organization whose research fields range from
nuclear energy to biosciences, from fundamental physics to information
technology, Mr. Kirchner leads the LSL laboratory that leverages formal
methods to ensure fundamental properties of software artefacts, and in
paticular those pertaining to safety or security.

Linda Kool, NL Senior Researcher at the department of Technology Assessment at
Rathenau, NL.

She specializes in social implications of Information and Communication
Technology (ICT), such as RFID, social media, biometrics, future internet or
ambient intelligence.

Linda studied Social Science Informatics at the University of Amsterdam
and European Studies of Society, Science and Technology (ESST) at the
University of Maastricht and the University of Oslo. After graduation she
worked at the Dutch research institute TNO, where she worked on the
social implications of ICT, in particular regarding privacy, and studies how
ICT-services can be designed in a privacy friendly manner.

Antonio Lioy, IT Professor at the Politecnico di Torino

Antonio Lioy holds a “laurea” (a.k.a. M.Sc.) in Electronic Engineering and a
Ph.D. in Computer Engineering. He leads the activities of the TORSEC
research group. His research interests were originally in the field of
computer-aided testing of digital circuits, where he achieved interesting
results in the areas of fault collapsing and automatic test generation.

Nowadays, he specializes in the security of information and
communication technologies, with specific emphasis on PKI, e-identity,
secure network applications, and policy-based and ontology-based design
of the protection for large information systems.

Juliet Lodge, UK Emeritus Professor at University of Leeds. Juliet Lodge is Director of the
Jean Monnet European Centre of Excellence, Emeritus Professor of
European Studies and Research Associate of Centres for Cybercrime and
Computer Security and Ethics (Newcastle and Berlin). She is a founding
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member of European Biometrics Association. She was European Woman of
the Year in 1992.

Michael Waidner, DE Director, Fraunhofer SIT

Michael Waidner is the chair professor for Security in Information
Technology at the Technical University of Darmstadt, Department for
Computer Science, and the Director (Institutsleiter) of the Fraunhofer
Institute for Secure Information Technology.

He is also Director (Geschäftsführender Direktor) of the Center for
Advanced Security Research Darmstadt (CASED) and of the European
Center for Security and Privacy by Design (EC-SPRIDE).

Arnd Weber, DE Arnd Weber is an economist with PhD in sociology from University of
Frankfurt, Germany. He has been project manager of several research
projects on IT-related subjects, with the Institute for Technology
Assessment and Systems Analysis of Karlsruhe Institute of Technology
(ITAS, KIT, formerly Karlsruhe Research Centre), Institut für
Sozialforschung (Frankfurt) and the University of Freiburg, Germany. He
joined KIT as a senior researcher in 2001. Before that he was Invited
Professor at NTT Corporation, Japan, in 2000. Currently he is conducting
research in the areas of mobile services development and Internet security.

David Wright, UK David Wright, founder and managing partner of Trilateral Research &
Consulting, has initiated, organised and participated in several successful
consortia in the European Commission's Fifth, Sixth and Seventh
Framework Programmes (FP5, FP6, FP7). He is a member of the Living in
Surveillance Societies COST action and the European Foresight Monitoring
Network (EFMN). He has participated in four ENISA expert groups
developing scenarios and assessing risks associated with e-health, the
Internet of Things and air travel, cloud computing, and privacy and trust.

He is a freelance researcher on the faculty of Vrije Universiteit Brussel
(VUB), and has published many articles in peer-reviewed journals. In 2004,
he held a contract under the EC's Global Monitoring for Environment and
Security (GMES) programme where he researched and wrote reports on
GMES organisational scenarios and the civil protection sector. In 2001-2003,
he had a contract under the EC's Galileo programme (in the Galilei
consortium) where he researched and wrote two reports, one on three
public-private partnership case studies, the other on dual use technologies,
data protection, access control and denial of service.
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Søren Duus
Østergaard, DK CEO and Co-founder of duus.communications ApS, External Lecturer

eGovernment at IT-University DK. (www.itu.dk), Senior eGovernment
Advisor at IBM Europe, Middle East & Africa retired June 30, 2010, Board
Member at The Danish Board of Technology Foundation 2002-
2008,Member of The Danish Board of Technology. Representative at the
Danish Board of Technology 2009-2012, Member of Greenlands it-council
2007-2009.
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2.3 Programme

Building: Paul-Henri Spaak (PHS) Room: 7C050

Moderator: Lars Klüver, The Danish Board of Technology Foundation, DK

10:00 – 10:15 Welcome

Official welcome from MEP

Speaker: Ticau/Harbour

10:15 – 11:30 Theme 1 – Security of European eGovernment services in a life-cycle
perspective – presenting three case studies

Presentation 1: Presentation of the project, the work done so far and the life-
cycle approach that will set the scene for the conference (10 min)
Speaker: Anders Jacobi

Presentation 2: Most important findings from the ePassport case study in a
life-cycle perspective
Speaker: Linda Kool

Presentation 3: Most important findings from the eProcurement case study in
life-cycle perspective
Speaker: Arnd Weber

Presentation 4: Most important findings from the eHealth case study in a life-
cycle perspective
Speaker: Søren Duus Østergaard / Anders Jacobi

Wrap up: Overall challenges and issues for the conference
Speaker: Moderator Lars Klüver

11:30 – 12:45 Theme 2 - Protecting against attacks from the internet

One of the most important overarching challenges to solve is about how to
secure eGovernment services against attacks from the internet. Main
questions include:

 Current problems and examples of attacks from real life and what
can we expect in the future?

 What are the best/most used/future technical solutions to protect
against attacks?

 What are policy options to deal with this challenge?

Three presentations of max. 15 minutes followed by half an hour of debate,
started by the debate panel with the possibility of including the audience.
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Presentation 1: The challenges related to moving from analogue to
electronic governance; importance of decision and design phase – what goes
wrong; current vulnerabilities ; possible solutions and their effect on costs,
usability and other important requirements, 1 most important
recommendation for the MEPs
Speaker: Chris Dalton, Principal Research Scientist

Presentation 2: Different examples of attacks; possible technical solutions
against these; how this could conflict with costs and usability; what trends
and solutions for securing against attacks; 1 most important
recommendation for the MEPs
Speaker: Gernot Heiser, NICTA

Presentation 3: Current and future trend of security solutions; focus on
more radical perspective/solutions, horizon scan for far-reaching solutions;
trend towards more isolation as security; describe different paths towards
provably secure and reliable computers; 1 most important recommendation
for the MEPs
Speaker: Dr. Florent Kirchner, Leader of the CEA LSL lab.

12.45-13.45 Lunch

13.45-15.00 Theme 3 – Privacy protection in eGovernment services

For users of eGovernment services (citizens and business) privacy is
perhaps the most prominent security need. Protecting the data in the
system is therefore another very important challenge. Some of the issues in
this theme are:

 Current problem, examples of privacy breaches from real life
 What are the best/most used/future technical solutions to protect

privacy?
 What are policy options to comply with this challenge?

Three presentations of max. 15 minutes followed by half an hour of debate,
started by the debate panel with the possibility of including the audience.

Presentation 1: Setting the scene; what are the privacy related challenges
about, status of EU regulation, challenges related to differences in national
regulation; hoe does the latest EU legislative initiatives address problems
of harmonization; what is the legal position of citizens; 1 most important
recommendation for the MEPs
Speaker: Peter Hustinx, European Data Protection Supervisor
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Presentation 2: What are the experiences from Privacy Impact Assessments;
what are the benefits and problems of working with PIAs; What does PIA
mean for the design of an eGovernment system; what are the effects on cost,
usability etc.; 1 most important recommendation for the MEPs
Speaker: David Wright, Managing partner of Trilateral Research &
Consulting.

Presentation 3: What are the best/most used/future technical solutions for
privacy protection; what are the more radical perspectives and solutions on
issues related to data avoidance, anonymisation and intractability; possible
role of can cryptography; why are the more radical solutions not used in
practice, What are the effects on costs, usability etc.; 1 most important
recommendation for the MEPs
Speaker: Michael Waidner, Director, Fraunhofer SIT

15.00-16.30 Theme 4 – 27 Member States, 1 solution?

There are some specific challenges related when applying eGovernment
services on EU level. Interoperability, national differences in technical
solutions, in legislation and in implementation are examples of EU level
challenges. Another important challenge is finding a common baseline of
security on EU level. To ensure well-functioning and secure EU level
eGovernment services these challenges have to be handled. This points to a
number of EU level policy options. Some of the issues in this theme are:

- How do national differences in technical solutions,
implementation, operation and legislation affect interoperability on
the security level?

- How can a common security baseline improve the level of security
and what are the challenges of defining a baseline?

- What are the EU level policy options to meet these challenges?

Four presentations of maximum 15 minutes followed by half an hour of
debate, started by the debate panel with the possibility of including the
audience.

Presentation 1: overview of EU level interoperability challenges derived
from the three case studies. (10 minutes presentation)
Presented by Linda Kool, Rathenau

Presentation 2: Overview of legislation and interoperability challenges
generally; balance between technical, organizational and policy barriers for
secures EU level eGovernment systems; relevant strategies to counter
interoperability issues; 1 most important recommendation for the MEPs
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Speaker: Walter Castelnovo, Ph.D., Assistant Professor of Information
Systems at the University of Insubria (Italy).

Presentation 3: The importance of transparency and honesty when defining
on the objective of eGovernment systems; high political ambitions and the
related design and interoperability challenges; deciding on objective and
related need for data storage and exchange; 1 most important
recommendation for the MEPs
Speaker: Juliet Lodge, Emeritus Professor at University of Leeds

Presentation 4: Relevant lessons from EU projects as STORK; what choices
was made to prevent interoperability problems; how was data exchanged
(e.g. one gateway to national system); what is required to create sustainable
interoperable solutions in the future; what are the technical solutions for the
future; how to avoid that the weakest security system defines the level of
security when combining the systems; could there be a common security
baseline and what would that look like; 1 most important recommendation
for the MEPs
Speaker: Antonio Lioy, Professor at the Politecnico di Torino

16.30-17.00 Coffee break

17.00-17.45 Future policy options

Moderator Lars Klüver (Director, Danish Board of Technology) will sum
up the policy recommendations from the speakers and gather an overview
to the question: What should a common security baseline be and how can it
improve the security of eGovernment services on EU level in a 15 minutes
presentation.

After that the Debate Panel set the scene and can question all speakers
about the recommendations.

(This session is focused on MEPs getting key point take-aways)

17.45 Closing remarks

MEP closing the conference

Speaker: Ticau/Harbour
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2.4 Participant list

First name Last name Organisation

Mr Andreas andré none
Mr Stoian Boev ICB-Interconsult Bulgaria LTD.
Mr Walter Castelnovo University of Insubria
Mr Dautinger CEDRIC Lapige.be
Dr Antonio Colella Agenzia per l'Italia Digitale
Mr Harry Crosiers Ersnt & Young
Mr Chris Dalton Hewlett-Packard ltd
Mr Boudewijn DE GRAEVE Globplex.com
Mr Michel De Wolf European Commission
Dr ² deSousa ADA
Mr Coeurnelle Didier Helaes
Mr Massimiliano DRAGONI European Commisison

Christian Duerig Deutsche Post DHL
Mr Victor Fernandes
Ms Annalisa Galeone European Parliament
Mr Daniel García Sánchez ISMS Forum Spain
Mr Constantin Gissler European Parliament
Mr Andy Goldstein
Ms Estelle Guillaume Delegation of the Basque Country to the EU
Dr Gernot Heiser NICTA
Ms Karoline Helldorff
Mr Peter HUSTINX EDPS
Ms Marta Ienco
Dr Karine Iffour
Mr Ivan IVANOV State Commission on Information Security

Anders Jacobi The Danish Board of Technology Foundation
Ms Lina Jasmontaite The European Data Protection Supervisor
Mr BEKALE JEAN FPS FINANCES
Mr Mikkel Lund Jensen Danish Board of Technology Foundation
Mr Rubio Rubio José Manuel universidad oviedo
Dr Angele Kedaitiene EP
Dr Florent Kirchner CEA LIST
Mr Lars Klüver The Danish Board of Technology Foundation

Linda Kool Rathenau Institute
Ms Bernadett Köteles-Degrendele independent expert
Mr Yann Le Borgne
Dr Antonio Lioy Politecnico di Torino
Ms Paloma Lloret Miralles
Dr Juliet Lodge Biometrics Institute
Mr Mariusz Maciejewski European Parliament
Ms Paula Martins European Parliament
Dr Voula MEGA European Commission
Dr Geert Munnichs Rathenau Instituut
Mr Soren Ostergaard Duus.Communications ApS
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Mr Kristian Ostergaard Duus.Communications ApS

Mr Jörgen Sandström
Swedish Association och Local Authorities and
Regions

Mr Michele Savarese Schuman Associates
Mr Hubert SCHIER European Commission
Ms velichi stela EU citizen

Ms Claudia Suppan Amt der Steiermärkischen Landesregierung
Mr Marco Tardioli European Commission
Mr Vincent Tilman
Mr Tomas Tittl

Wout van Wijk Huawei Technologies
Ms Emilie Verbeken Deutsche Post DHL
Dr Michael Waidner Fraunhofer SIT
Dr Arnd WEBER KIT
Ms Diane WHITEHOUSE The Castlegate Consultancy
Mr Hofstede Wilbert H&A
Mr David WRIGHT Trilateral Research
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2.5 Minutes and main conclusions of the conference

The conference was a success with around 60 participants engaging in the various debate sessions. The
conference was opened by Malcolm Harbour, British MEP and member of the STOA panel. His opening
remarks stressed the importance of cyber-security.

The first session featured the authors of the report from the second phase of the ‘Security of
eGovernment’ STOA project who presented the key findings from three case studies. Linda Kool from
The Rathenau Institute, the Netherlands, pinpointed the challenges related to biometric verification and
the ePassport. These challenges were mainly connected to the lack of quality and integrity standards and
to inadequate legislation at EU level with no clear criteria regarding the performance of biometric
verification and no uniform and verifiable criteria for the quality and integrity of biometric images and
the application and issuance process.

Arnd Weber from KIT, Germany, talked about the main challenges regarding cross-border eProcurement
in Europe. He pointed to the risk of confidential information being stolen in an attack, e.g. with an
infected email attachment. There is a lack of interoperability among hundreds of seldom used platforms
using different security tools such as shared secrets and various types of digital signatures and
encryption procedures.

Søren Duus Østergaard from Duus Communications, Denmark, showed the results from the study on
the EpSOS Cross Border eHealth (2008 – 2013) and Baltic eHealth Project (2005 – 2007). The discovered
challenges could be countered by a Common Baseline for security of eHealth Data. He pointed to the
need for a framework for cross-national acceptance of eID and talked about a baseline set of standards
for access control. This included common standards for 'secondary use' (like de-identification for health
data used in statistics, research etc.).

MEP Mr. Malcolm Harbour reflected on this first part of the conference by commenting on the critical
balance between decentralisation and local customisation of eGovernment systems and (secure)
interoperability of cross-border European systems.

The second session focused on security measures against attack. Chris Dalton from the Hewlett Packard
Labs suggested distinguishing between security issues in 1) managed IT controlled byIT-administrators
and 2) unmanaged IT-systems (smart phones, PCs at home etc.). There are two types of attacks: malware
attacks and ransomware. Malware attacks compromise IT-systems (for example by injecting code in a
server) and are able to collect sensitive information. In ransomware attackers encrypt information and
demand a ransom for returning the information or not disclosing it to the public. Dalton pointed out that
new hardware as well as operating systems are getting better and better in terms of security. Managed
systems can benefit from these (new) hardware features. Although there will always be a risk of security
breaches, there are several ways to minimize such breaches. Introducing security checklists, such as the
“SANS 20 critical security controls”, would significantly improve the security of eGovernment systems
in Europe and could be recommended as a security baseline. With regard to unmanaged systems and
mobile systems without the new features, however, Dalton recommended keeping them away from
sensitive data.

Gernot Heiser from NICTA, Australia, argued for stronger security through the use of proven
microkernels to iron out security breaches. He pointed out that eGovernment is an interaction between a
government server and a terminal. Attacks can strike both or hit in between. These services include lots
of errors in the millions of lines of code which create security vulnerabilities. Using virtualization



STOA - Science and Technology Options Assessment

14

decreases vulnerability, but even virtualization is still vulnerable to attacks. Gernot Heiser suggested
using proven microkernel technology for the server side. Securing the terminal side, however, is more
difficult, but new technical solutions are being developed. Gernot Heiser made it clear that the lack of
business cases for secure systems hinders the improvement of security for (eGovernment) services.
Heiser recommended public institutions to take the lead and create a market by investing in such
systems or providing incentives by making the use of proven kernels mandatory.

Finally, Florent Kirchner from CEA LSL Labs, France, encouraged more fundamental research into
formal methods in his forward-looking account and recommended striving for complete security rather
than just making it as hard as possible to break into e eGovernment systems. Florent Kirchner pointed
out that layering different security measures is simply not sufficient. Rather, guarantees would be
needed and should be required.

The ensuing debate in this session reached an agreement that the lack of business cases for security
investments is an important barrier for improving the security of eGovernment systems. The financial
costs of the many attacks do not seem to hurt enough to prompt decisive action. Although security
measures will never be absolute – it will always be a trade-off between the effort to protect and the value
of what we are protecting – the current security standard is low in general and could be significantly
improved by implementing for example check lists as suggested by Chris Dalton. Gernot Heiser pointed
out that Australia has a 35 point check list. If only the top four measures from this list were
implemented, the current threat level could be reduced by 85 %. But the checklist would have to be
implemented in a controlled and quality-oriented manner to be effective. It was argued that check lists
are also of rather limited value because they merely shift the ground for attacks. When everybody has
implemented the security baseline, attackers will just try harder. Therefore, the policy makers should
consider requiring guaranteed components and systems.

The third session concerned privacy protection in eGovernment services. Peter Hustinx from European
Data Protection Supervisor underlined the importance of re-allocating tasks and responsibilities of data
controllers (e.g. the government organizations that operate eGovernment services) and making them
more accountable for privacy protection, which is currently proposed by the draft Data Protection
Regulation (EC 2012). Peter Hustinx pointed out that a very high level of security is a must, but that
good security is not necessarily equal to good privacy. Peter Hustinx indicated that the draft regulation
aims to replace the current diversified legal framework of diverse national implementation of the EU
Data Protection Directive (EC 1995). Furthermore, the draft regulation aims to improve privacy
protection by requiring Data Protection by Design, Data Protection by Default and Data Protection
Impact Assessments.

David Wright from Trilateral Research & Consulting spoke on Privacy Impact Assessments (PIAs) as
mandatory in Canada, the US and the UK. He reported that these assessments lend practical force to the
right to know and can improve the adoption and uptake of eGovernment services. PIAs are an
instrument to improve transparency of and citizen confidence in eGovernment services. Wright defined
PIA as a process for assessing the impacts on privacy of eGovernment services and, in consultation with
stakeholders, taking remedial action as necessary to avoid or minimise the negative impacts. The
proposed Data Protection Regulation makes PIAs mandatory (EC 2012). However, David Wright
recommended to improve article 33 of the Regulation by 1) making these assessments “required for such
processing operations even on a small scale” instead of only on a large scale, 2) using the term Privacy
Impact Assessment rather than Data Protection Impact Assessment, 3) citing the benefits of PIA in the
recitals of the draft regulation, 4) encouraging auditing and publication of the PIA report (if necessary,
redacted) and 5) obliging organizations to keep a public registry of their PIA reports.
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Michael Waidner from Fraunhofer SIT highlighted the technical privacy challenges and technical privacy
solutions, which include purpose violation, lack of data minimization, lack of control, lack of knowledge,
incorrect data, unauthorized data, persistency, context violation, and the risks associated with
anonymous aggregated data. Technical privacy protection for improving confidentiality is widely
deployed. Recent techniques such as privacy-preserving attribute-based-credentials have matured, can
be implemented on smartcards and are now ready for commercial use. Techniques for privacy-
preserving computations such as homomorphic encryption are prototyped. He gave four
recommendations: 1. Demonstrate positive impact of privacy protection means on innovation and
prosperity (by keeping an inventory of business ideas and capabilities), 2. Mandate and enable informed
consent by using, e.g. privacy agents, 3. Consider that the difference between personal and anonymized
data has eroded, 4. Encourage privacy by design with concrete tools and architectures, e.g. by
supporting anonymous credentials.

The fourth session was designed to discuss the challenges of interoperability of cross-border
eGovernment systems in Europe. Linda Kool opened this segment by summarising certain findings from
the case studies relating to different aspects of interoperability: 1) legal interoperability challenges, e.g.
the different national implementations of European Directives, 2) technical interoperability challenges,
e.g. different national tools that are not compatible, 3) semantic interoperability challenges, e.g.
information exchange problems due to different languages (even within the same national region). The
case studies show that some services need more European harmonisation, while other services such as
increased harmonisation and the use of a single European system increase security threats.

Walter Castelnovo from the University of Insubria, Italy, shed light on the aspects of interoperability
with a recommendation to focus more strongly on services that create value for the user and allow
European citizens to interact with public administrations in different Member States as if they were all
members of a (virtually) integrated system of European public administrations, which again would
contribute to strengthening the European citizens’ perception of living and working in a single market.

Juliet Lodge (University of Leeds) opened by addressing the important factor of trust in the relationship
between users and eGovernment services. She recommended enforcing and requiring ICT and apps
developers to have transparent ethical codes/mores regarding multipurpose use. She made it clear that
it should be reasonable to require a certain moral behaviour from big market players. Ethical values and
practice must inform and work with information collection, encourage correct handling etc., but they can
only do so if human intervention is visible, identifiable and accountable. Transparency is vital. A secure
eGovernment solution must uphold transparency and accountability to ensure trust when society is
permanently online.

Antonio Lioy, Politecnico di Torino, Italy, reported findings from the STORK project, which
implemented interoperability gateways. He characterized security as a difficult and elusive target. He
noticed that different countries use different e-IDs with variable strength, which can be seen as an
advantage, because it minimizes risks of choosing the wrong – i.e. insecure or uneconomic – solution for
all. The interoperability solution chosen in STORK permits the use of all of these European ID-systems,
yet it does not compromise security, rather it supports adaptive security where each electronic service
can request (and receive) the appropriate level of protection. Any country can adopt a new e-ID
technology without breaking its interoperability with the other countries.

As the conference drew to a close, MEP Amelia Andersdotter commented on some of the questions from
the audience and a constructive debate evolved, e.g. on the role of governments creating incentives for
more secure IT systems. MEP Paul Rübig closed the conference by referring to the role of ethics,
incentives, and enforcement.
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3 POLICY BRIEF

This Policy Brief will summarize the important discussions of the expert meeting that followed the
conference on ‘Security of eGovernment’. The expert meeting was held Wednesday, February 20th 2013.

Participants:

Chris Dalton, HP

Michael Waidner, Fraunhofer SIT

Antonio Lioy, Politecnico di Torino

Linda Kool & Geert Munnich, Rathenau

Arnd Weber, KIT

Anders Jacobi & Mikkel Lund Jensen, DBT

At the expert meeting the most important suggestions and policy options presented at the conference
were debated. This debate is summarized below and will serve as an important input for the last phase
of the ‘Security of eGovernment’ project.

The debates focused on five overall issues:

- The possibility of having a common European baseline of security regarding eGovernment
systems

- How to promote Security by Design
- How to promote Privacy by Design
- The challenge of matching political ambitions with actual technological possibilities
- How to achieve interoperability through minimization

The debate on these five issues will be elaborated below.

Common European baseline of security regarding eGovernment systems

Creating a common European security baseline was already discussed in the intermediary report of
phase 2 in this project. This was also an important discussion at the conference and it continued at the
expert meeting.

A common European security baseline can potentially help raise the general level of security in
European eGovernment services and systems. It will ensure a minimum level of security and at the same
time highlight important security considerations when creating a new system or evaluating existing
systems.

Creating such a security baseline is a political task and it could easily become very difficult to agree on a
fixed definition. Such a fixed definition would most likely not be very productive anyway since ICT
security is constantly challenged by new external threats and by technological development and changes
in the use of eGovernment systems. Therefore defining a common European security baseline will be an
iterative and ongoing process. The first step though is to agree upon the need for such a baseline.
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At the expert meeting (as well as at the conference) it was suggested that there is one easily implemented
measure that could serve as the starting point of creating a common European security baseline. This
measure is the use of security checklists and it could be promoted as a means to ensure the minimum
level of security. One checklist was mentioned: "Getting started with the top 20 critical security controls
for secure eGovernment" http://www.cpni.gov.uk/advice/cyber/Critical-controls/getting-started/,
but it was also emphasized that there are other check lists that could be just as relevant. Which check list
to use might not be the most important issue, rather it will be important that the checklist points are
consistent. This will be important for both vendors and government agencies. In other words, deciding
on a check list and implementing it consistently could be a more or less straightforward way to improve
the general level of security of European eGovernment systems. To ensure the impact of this measure it
would be necessary to make it mandatory in both political decision making processes and in the design
and implementation of the system. This applies in particular as far as the server-side is concerned, while
PCs and smartphones are more difficult to secure, especially if managed by laypersons.

How to promote Security by Design

The security of an eGovernment service is dependent on a secure system on a secure platform. How to
build a secure system in real life was thoroughly debated at the expert meeting. The focus was very
much on how to promote Security by Design. The question was raised whether it is possible to require
Security by Design. It was argued that it is very difficult because system architecture is changing
extremely fast. The mobile revolution, for instance, and the high speed internet connections are driving
the architecture towards larger memories in devices while data is stored in the cloud. However,
operating systems and processor designs change more slowly, so progressing towards error-free, if not
proven designs is an option which can be pushed, as discussed at the conference.

To reach ultimate security an eGovernment system should be built with unique components. In real life
it will not be (economically) realistic to use unique components for eGovernment systems. Therefore it is
necessary to use ’off the shelf’ secure components. It should be taken into account, though, that
governments could make generally applicable requirements for more secure components and systems.

One of the problems, however, is that ‘off the shelf components’ are often not “secure enough”. A
general software liability problem was discussed. Software producers are not liable if there are security
breaches in the products they deliver. Therefore, regulating liability was held to be a possible way to
improve the security of components, but that could lead to other challenges, e.g. that the eGovernment
market might not be attractive enough to introduce legislative initiatives that could frighten off software
producers. However, it was pointed out that DARPA is also moving in the direction of highly secure
components, in its CRASH program (and a discussion about governments requiring more secure
systems for the economy as a whole could in itself trigger related investments; cf.
http://www.darpa.mil/Our_Work/I2O/Programs/Clean-
slate_design_of_Resilient_Adaptive_Secure_Hosts_%28CRASH%29.aspx). So there are ways to push for
secure systems, and applying such approaches to end-user devices could address the problems
mentioned above.

At the meeting it was argued that it is important to create incentives for industry to produce secure
components and systems. This could be done through:

a) Business case incentives: Ensuring that there is a market for secure components and systems

b) Liability incentives: As described above installing regulation regarding liability of software (and
ultimately hardware) could also create incentives for developing secure components
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Subsequently, it was argued that another way forward could be to make ‘best practice’ in Security by
Design mandatory. To promote best practice it will be necessary to build a ‘Security by Design
knowledge base’ that can show best practice. This knowledge base, of course, should be developed
continuously to match the developments in technology, threats etc.

Furthermore the knowledge base could point to the need for further research and help specify the
strategic areas to be researched. That way knowledge base and research would inspire each other in
creating relevant knowledge for improving Security by Design and its use in eGovernment systems.

How to promote Privacy by Design

Privacy was an important part of the intermediary report from phase 2, the conference debates and the
debate at the expert meeting. Ensuring the privacy of citizens as well as businesses would appear to be
one of the most important challenges to the security of eGovernment services.

To meet the privacy challenge one has to talk about Privacy by Design. Privacy by Design is a nice
phrase, but at the expert meeting it was emphasized that it needs to be specified. What does it mean in
practice?

In order to promote Privacy by Design it was suggested to build a knowledge base by registering good
practice examples, patterns and reference architectures and make it publicly available. Such a publicly
available knowledge base (and possibly the mandatory use of it) could potentially promote Privacy by
Design by specifying what it means, showcasing practical experiences and implementation and generally
improving the level of knowledge about Privacy by Design. Such an initiative could be supported by the
European Data Protection Commissioner; it was suggested at the expert meeting.

One very specific way to improve privacy debated at the expert workshop was to use Attribute Based
Credentials systems to avoid identifying users. This would allow anonymous statements with
information on the status or rights of a citizen. One suggestion was to look at means for implementing
attribute-based credentials, as done by the EU funded research project ABC4Trust https://abc4trust.eu/.

Another discussion focused on the idea that all services and systems must be developed using a data
minimization principle. This entails that only absolutely necessary data is used and stored and that data
cannot be merged with data identifying the individual.

Regarding regulation it was debated if regulation should also cover the practice around anonymized
data. It was pointed out that this is not the case today and that this can be problematic in privacy related
issues.

Ensuring privacy is no easy task. It was mentioned that for some privacy challenges there are no
technical solutions available today. Therefore more research is required to develop solutions to these
challenges.

At the conference one of the speakers promoted the recommendation to make Privacy Impact
Assessments of eGovernment systems mandatory and public. This was also debated at the expert
workshop. One the one hand it was said that this could be problematic if it reveals business secrets. On
the other hand transparency regarding the PIA could increase the evaluation of purpose and eligibility
regarding data use and storage. Furthermore, it was pointed out that making PIAs public could
contribute to the business case of Privacy by Design.
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A ‘Traffic light model’ was also brought up. Making a public traffic light indicating the privacy risks of
certain systems could be a strong incentive for companies and support the business case for privacy
systems. Furthermore, it could help increase public awareness of privacy and privacy related issues.

Finally, the trade-off discussion was touched upon briefly. There are trade-offs between privacy and
usability/costs. These trade-offs need to be discussed openly and evaluated thoroughly in the decision
and the design phase of an eGovernment before decisions are taken.

The challenge of matching political ambitions and technological possibilities

The case studies in phase 2 of the project highlighted a mismatch between political ambitions and
technological possibilities when deciding upon and designing eGovernment systems. At the expert
meeting it was also pointed out that there is a general mismatch between the political ambitions with
eGovernment systems and the realistic possibilities (technologically as well as financially). Therefore
politicians simply need to be more realistic when deciding to initiate development of eGovernment
systems. Part of ‘being realistic’ is a question specifying the purpose of the eGovernment service and
system much more detailed than it is done today.

There are lots of practical examples of purposes not being specified in sufficient detail, ambitions being
too high in relation to technological, financial and legislative possibilities – or even ‘non-public’
purposes. The ePassport is a good example of this.

One of the basic problems is insufficient knowledge (e.g. about technological possibilities) among
politicians making the decision and specifying the purpose of eGovernment systems. Therefore, there is
a need to bring more knowledge into the decisions phase. This could be done through assessment
processes with independent expertise. At the expert meeting it was suggested to make feasibility studies
based on rough functionality and design outlines of a new eGovernment system. This could have the
potential to qualify the decision phase significantly. A feasibility study could focus on important aspects
such as purpose, scope, design, economic efficiency, and impact.

Another measure suggested at the expert meeting was increased transparency as a means to promote
better decisions on purpose and design of eGovernment systems. An open, transparent process allows
for outside input contributing to the quality of the decision taken in the end.

How to achieve interoperability through minimization

Interoperability is another of big challenge for cross-European eGovernment systems. This is not
exclusively a security issue, but it has security aspects as well. Interoperability between systems and/or
between countries is difficult to achieve and constitutes perhaps one the most important barriers for
European eGovernment services. In relation to security this is very much a question of the exchange of
data, e.g. between different national eGovernment systems.

At the expert meeting it was pointed out that it is important to accept that seamless interoperability is
certainly desirable, but in many cases not realistic given the sheer number of Member States.

To handle the interoperability challenge it was argued that it is necessary to base every system on a
minimum layer of interoperability meaning that only the absolutely necessary interoperability is
implemented. Only absolutely necessary information should be shared between the systems.
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It was debated whether gateways are the way to go for interoperability to ensure the minimum layer of
interoperability. Arguably, using gateways would be the pragmatic approach and it was suggested at the
expert meeting as a feasible course of action.

There is a considerable room for progress and development regarding interoperability and the use of
gateways. The approach from the STORK project is a good practice example of using gateways. With a
minimum layer of interoperability the architectural principle in the STORK project is to accept diversity
in data structures and not define new standards. Instead the architecture relies heavily on gateways to
connect services. Though it would be more economic with a seamless interoperability this was not
considered realistic. Hence, a more pragmatic approach was chosen.

Input for phase 4 of the ‘Security of eGovernment project

The five issues above were debated at the expert meeting and the input from these discussions will be a
very important basis for the work in phase 4 of the project. These discussions, along with other input
from the conference as well as results from the three case studies, will serve as the basis of developing
policy options for promoting the security of eGovernment services.
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Summary of e-Passport Case Study  

Authors: Max Snijder, Linda Kool and Geert Munnichs 

Scope of the study and objective 

All European Member States are obliged to integrate biometric data into passports and 

travel documents. Since August 2006, Council Regulation EC No 2252/2004 has required 

the 27 Member States of the EU to issue e-Passports that contain a digital facial image. 

Its later amendment EC No 444/2009 requires a facial image to be stored in the e-

Passport chip. The goal of the Regulation is to combat passport fraud and reach one 

internationally harmonized identification system. After the adoption of (EC) No 

2252/2004, EU Member States have made significant investments in order to include 

biometrics into their new passports. But the way in which the biometric data is gathered, 

stored and used differs among Member States. Specifications of the quality requirements 

of the facial and biometric images are missing. In addition, no specifications or 

requirements are mentioned regarding the application, production and issuance process 

of the e-Passport. This case study examines the diversity of the implementation schemes 

of Council Regulation EC No 2252/2004 and its amendment by describing several 

individual Member States and addresses the consequences of this diversity for the main 

research issues of this project: network security, interoperability, identification, usability, 

privacy, access control and function creep. The selected countries are: Czech Republic, 

France, Germany, Italy, The Netherlands, Norway and Slovenia.  

Main findings 

Biometrics can potentially significantly improve the link between the passport and its 

rightful owner. But policy makers at EU level have strongly underestimated the technical 

and practical implications of introducing biometrics to combat passport fraud and to raise 

the security level of border control. This has led to inadequate legislation at EU level with 

no clear criteria regarding the performance of biometric verification or uniform and 

verifiable criteria for the quality and integrity of biometric images, or regarding the 

application and issuance process. Taking facial images �live� at issuance is not mandatory 

throughout the EU. In addition, security measures to protect the data on the chip of the 

passport itself seem to be insufficient (Basic Access Control, BAC) or non-interoperable in 

practice (Extended Access Control, EAC). Furthermore, the lack of available statistics 

regarding the actual size of different types of passport fraud, makes it difficult, if not 

impossible, to assess the effects and proportionality of EC Regulation No 2252/2004.  

The lack of quality and integrity standards has created substantial differences in national 

implementations of the e-Passport in European Member States. These differences include 

quality requirements for biometric data and the application and issuance process of the 

passport. They have resulted in various levels of performance between Member States. 

The lack of quality and integrity standards for biometric data seriously compromises the 

EU ambition to develop secure and interoperable biometric systems for border control 

purposes. Low quality images increase the chance of mistakes and induce a higher 

tolerance to quality thresholds in order to prevent too many rejections. This results in 

lower thresholds throughout the EU which threatens the overall security level of the e-

Passport verification process. Fingerprints are still not being used for border control, 

despite the fact that they were added specifically to provide a higher level of security. 

Border control in Europe still relies on facial images, whilst these data are more 

vulnerable to mistakes than fingerprints. Paradoxically, increased security for the 

fingerprints (Extended Access Control) seems to have created de facto non-



interoperability between the Member States and non-use of the fingerprints. Technical 

complexity and seemingly lack of trust between countries hinder exchange of the digital 

keys that are necessary for using the fingerprints for border control.  

The case study on the biometric passport also shows tension between a high level of 

security and high usability. High quality levels of biometric data and high security require 

careful procedures, certified personnel, take (considerable) time and may cause temporal 

inconvenience for citizens and government officials. It seems that most European 

countries considered convenience for citizens and government officials to be more 

important than demanding high quality requirements. 

Another issue raised by the case study on the e-Passport is that of function creep. The 

political climate after 9/11 combined with a general lack of biometrics knowledge led 

some countries to think that biometric data taken for the e-Passport could easily be used 

for law enforcement purposes. There was insufficient distinction between the use of 

biometrics used for verification and for identification in the political discourse.  Several 

countries created central repositories of biometric data to extend the function of the 

biometric data to law enforcement, even though biometric data taken for the e-Passport 

does not seem suitable for that purpose. The creation of centralized biometric databases 

containing fingerprints and facial images has a wide range of technical, societal, legal and 

practical consequences. These have not been adequately anticipated. The amendment on 

Council Regulation (EC) No 2252/2004, enabling the possibility to use the biometric data 

for other purposes than originally intended via national laws, should have been 

considered more carefully at EU level.  

A related issue is that policy makers, both at EU level and national level, have paid little 

attention to the legal position of the citizen and to implement redress procedures. 

Citizens currently have only limited legal power to correct mistakes made. Legislative 

frameworks regarding privacy, data protection and civil rights in general vary within the 

EU, which add to the difficulties citizens face when trying to attain justice. 

Policy challenges 

Based on these observations, the following policy challenges for Europe can be 

formulated: 

The first and main policy challenge is to develop uniform and clear standards with regard 

to four aspects that are currently not addressed by the EC 2225/2004 Regulation: 1) the 

required quality of biometric images; 2) the performance of biometric verification; 3) the 

application and issuance process; and 4) testing and certification schemes to make sure 

that standards are applied properly and that performance claims from vendors can be 

verified and compared. To improve the quality of the biometric images, facial images 

should be taken �live� at issuance. 

A second policy challenge for European policy makers that complicates the development 

of high quality standards is that different requirements, such as security, usability and 

convenience, may be at odds with each other and need to be carefully weighed against 

each other. Individual Member States may weigh security, usability and other 

requirements differently. 

A third policy challenge is to improve the interoperability and security measures of the 

chip in the passport. The Basic Access Control (BAC) seems not sufficient and only 

prevents simple skimming attacks. The Supplemental Access Control will not replace  



BAC until 2025. The Extended Access Control (protecting the fingerprints) is more 

secure, but requires a successful exchange mechanism, which in turn, requires trust 

between Member States regarding each other�s security and integrity standards. 

The fourth policy challenge is to improve procedures for redress. The ways in which 

citizens can correct errors need to be clearly addressed when using biometric systems for 

border control purposes. Legislative frameworks regarding privacy, data protection and 

civil rights in Europe vary, which add to the difficulties citizens face when trying to attain 

justice. 
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Summary of the eProcurement Case Study 

From the chapter on eProcurement in the �Intermediate Report 2: Case Study Report� of 

the STOA-project �Security of eGovernment� 

 

By Arnd Weber, KIT-ITAS 

 
With some exceptions, eProcurement in Europe is conducted rarely. Making online 

submissions possible, allowing for trans-border procurement, and abolishing paper 

documents could reduce the costs of procurement. However, there are obstacles to 

eProcurement. First, there is the issue of a lack of interoperability that might arise if any 

special tools are used, such as PKI-based authentication, digital signatures, encryption, 

company eCertificates, or server-specific documents and clients. This hinders in 

particular cross border procurement. Second, there are a number of security threats, 

such as distributed denial of service attacks, which might hinder the proper termination 

of bidding procedures. Other malware could address systems processing confidential 

information such as the price or the contents of bids, whether these are on PCs or 

servers. Finally, hacks on the certification authorities have been seen which make it 

possible to use faked entities, so that an adversary can collect confidential information.  

To improve the security of eProcurement systems, secure compartmentalisation could be 

used to separate procurement systems from others and, if in widespread use, to reduce 

the effect of malware in general. Secure computers would also allow having a secure 

environment for signing digitally. 

In Europe, it is hard to determine whether eSubmission is used in practice, as there are 

cases with electronic submission and paper contracts, as well as use of PDFs. In general, 

eSubmissions seem to be rare; however, there are exceptions such as Portugal, which 

have made eSubmission mandatory. Cross border interoperability is hardly achieved. In 

one survey, 50% of public procurers expressed that they are against mandatory 

electronic procurement. 

There are countries such as South Korea and Portugal that are using digital signatures 

and in which there is a high share of eProcurement. However, it was not possible to learn 

what the transactions costs of these signature-based procurements are. There are other 
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countries such as Germany which use eProcurement far less. It has become obvious that 

a central government push can achieve a widespread adoption of eProcurement. For 

Europe, this would mean investigating how bidders and contracting authorities can freely 

register and participate from any country, using tools ubiquitously available. The use of 

certain tools for European eProcurement only might even be given consideration in order 

to achieve rapid progress in that field. 

Regarding non-repudiation, on a European level various studies have been commissioned 

to clarify the problems afflicting the cross border use of digital signatures. Also, pilot 

projects have been conducted on issues such as a signature validation service. 

Furthermore, standardisation activities are supported, in particular a CEN-workshop, also 

aiming at compatibility with UN/CEFACT. However, it was not possible to clarify whether 

the benefits of digital signatures would justify their costs.  

Several types of consequences are discussed. (1) Use unsigned files in combination with 

signatures on paper, which does not pose interoperability problems. (2) Use simple 

procedures, such as log-in via passwords. (3) Use well-standardised digital signatures.  

Other important European activities are the production of procurement software (ePrior) 

and the establishment of the eCertis system of company certificates. 

The new draft procurement directive would empower the Commission to establish 

mandatory use of technical means. It does not appear to be clear whether an upgrade 

path for digital signature environments would be hindered by this clause. The role of 

provisional online tokens would require some explanation ahead of any analysis. An in-

depth public discussion with bidders and contracting authorities of the pros and cons of 

the various articles would be of help.  

The conclusions drawn throughout the chapter can be summarised as follows: 

1. The interest of European contracting authorities in conducting cross border, fully 

electronic procurements does not appear to be sufficiently proven in the studies 

identified, so the obstacles could be explored in more depth. 

2. Country-specific regulations and requirements could be reduced.  

3. Procurement systems run by local contracting authorities should not be 

discouraged by putting too much emphasis on central systems. Having a large 

number of local systems will provide more robustness against attacks from the 

Internet such as crafted attacks via Trojan horses on data such as prices, as well 

as against distributed denial of service attacks. However, bidders will wish to 

inform themselves about new bids and participate easily, so the issue of 

interoperability of any signing and encryption tool emerges. 

4. Unhackable compartmentalisation of computers would help fight malware, and 

would provide a secure environment for any kind of authentication and 

encryption, including any client code. Therefore moves towards such 

compartmentalisation could be supported by the European governments.  

5. Tools for authentication and encryption should be available at a European scale, 

not only in a single country, with suitable registration procedures, i.e. a European 

trust framework. Encryption must make sure that bids remain encrypted until the 

submission deadline, even if insiders collude. 



3 
 

6. The economic case for digital signatures needs to be clarified, e.g. by collecting 

data in countries with long experience (including costs for validation, time-

stamping or re-signing), by interviewing experts and by performing projections. 

European legislation should remain open for various means of authentication until 

the case of digital signatures is better proven. Weak forms of authentication could 

be used if the parties intend to sign a paper contract anyway. 

7. Certification authorities may need to be controlled more tightly, if not even 

government-run.  

All of these issues could be discussed at the planned project workshop and be 

investigated in more detail. In such processes, emphasis should be put on taking the 

views of small and large bidders and contracting authorities into account, from European 

countries as well as from countries with long-lasting experience with eProcurement. 



Security of eGovernment - Summary of e-Health Case Study 
Kristian Duus Østergaard & Søren Duus Østergaard, Duus.Communications ApS 

 

Case study - Summary 

2 National EHR projects and 2 International projects were studied in order to extract lessons learned 
and form a set of recommendations for policy enhancements and guidelines for future development. 
The UK National Programme for IT (NPfIT) from 2002 aimed at establishing a National Health 
system based on a single, centrally mandated electronic health care record ran into a number of 
challenges and parts of the project were cancelled in 2011 after massive critics, while the Estonian 
project from 2008 succeeded in implementing a nationwide, generally accepted eHealth solution. 
 
The 2 international projects have different scopes, yet focused on some of the very central issues in 
establishing and operating cross-border eHealth services: The older project, the Baltic eHealth 
project (from 2005-2007) that aimed at improving access to eHealth professionals, particularly  
benefitting patients in rural areas, and concentrated on exchange of radiology and ultrasound images 
to be analysed by specialists in other countries. The larger project, the epSOS project (Smart Open 
Services for European Patients) runs from 2008 until YE 2013. The aim of this project is to enable 
patients to receive medications using ePrescriptions while abroad and to permit health professionals 
to receive summary patient records stored in patients' home countries. Both international projects 
seem to have achieved there goals, but the epSOS pilot phase is still ongoing and more lessons and 
recommendations are expected. 
 

Key findings - National EHR Projects 

The UK NPfIT project launched by the National Health Service was at it's launch the largest civil 
ICT project in UK so far - covering more than 30 hospitals, 30.000 professionals with a budget of   
> 15 Bn �. The purpose was to ensure use of standardised solutions across private and public actors, 

regions and local, existing solutions. The objective was to develope several sub-systems, among 
them the summary care record - SCR - and the detailed care record in accordance with NPfIT 
standards. The project ran into a number of delays and shortfalls, critics against lack of usability, 
lack of patient confidentiality and overall reliability. In 2010 an opt-out option was establishing for 
patients, and in 2011 the centralised aproach had to be abandoned based on a critical audit. 
Some of the key reasons for the limited success was 1) the lack of an overall IT architecture, 2) the 
lack of buy-in by professional that had to abandon existing solutions, 3) the lack of trust in the 
centralised approach by the general population and 4) the lack of basic IT principles for security, 
trust and privacy from the outset. Further, a number of potential security breaches were identified, 
such as an old, perimeter defence approach to avoid intruders, a lack of encryption and - compared 
to Estonia - a lack of an accepted national strategy for citizen identification. 
 
The Estonian eHealth system launched in 2008 was one of the steps in the overall national strategy 
for ICT that was launched in 2001. The general ICT infrastructure launched at that time was based 
on a set of principles and an 'x-Road', a cross road infrastructure aiming at creating connectivity 
between disparate information systems and different eGovernment domains - tax, education, health 
- all based on a general eIdentity system, that helped Estonia to become one of the first countries in 
Europe to introduce eVoting. The eHealth project covers a number of key subsystems: The digital 
patient record, use of digital images, digital reservations as well as digital prescriptions. 
In 2011 47% of the population had used the system to gain access to their own records, 95% of all 
doctors are using the system, 80% of prescriptions are digital and all radiological images except 
dental are online. The major observations are that the Estonian system is based on a well-defined 
infrastructure and ICT architecture, based on general principles developed as part of an overall 
national ICT strategy, and that the existence of a national identity card that can be used for several 
different purposes - voting, tax, banking etc. - helped to secure citizen acceptance. One of the 
interesting principles in this context is that the Estonian Strategy states that databases and records 



should be kept at the originating institution and not stored centrally to avoid a single point of failure 
and to help secure access rights to data. 
 

Key Findings - International Projects 

The Baltic eHealth project was faced with the problem of connecting the national or regional 
networks across the participating countries. To do this, an agreement system was created, ensuring 
the owner of each local eHealth IT system the possibility to control who should have access to his 
system and under which conditions. This agreement system supplemented the first level security 
consisting of secure VPN-tunnels between participants. The agreement system ensured that the 
connection could be established via a central hub. The 3rd level of security consisted of end user 
identification and password. As the participating end users are all health professionals, and as the 
data exchanged between countries are well-defined, the project demonstrated that cross border 
exchange of data was possible using the internet platform. The existence of well-defined standards 
from the Danish MEDCOM organisation was a prerequisite for the success. The project was 
continued as the R-Bay project running from 2007 through 2009 under eTen. 
 
The epSOS project had a wider application focus and started by defining a Common Framework 
Agreement to establish a trusted domain between the National Contact Points. The agreement 
defined the baseline for security following the ISO 27002 standard. This includes rules for audit in 
each country. epSOS allows sending of patient summary records across borders, so that the 
healthcare professional in the requesting country will get a read-only access to the summary record 
in the patients home country as part of the patient treatment, and only via patient consent will the 
record in his home country be updated. Similar for ePrescriptions. So as the epSOS system does not 
allow local storing of data, the risk of data theft is minimised. Again, the participants in the project 
are health care professionals. One of the major barriers for this project was the lack of semantic 
interoperability from the outset, including different classification systems in each counry. This led 
to the creation of Clinical Document Architectures - A Master Value Set Catalogue and a Master 
Translation/Transcoding Catalogue, using a specially developed epSOS ontology, a linguistic 
reference of terms used in the project to assist new participants to fill out their respective copies of 
the Master Value Set Catalogue. 
 

Overall Conclusions and Recommendations - Way ahead for eHealth in Europe 

Following the Life Cycle approach as described in the ETAG report, the following 
recommendations should be made for future development of eHealth systems in Europe. 
 
1. General principles for eHealth systems 

The difference between the implementation of security between nations suggests the need for an 
agreement on a common baseline for security of eHealth data; a minimum set of requirements for 
e-Identification of professionals and a framework for cross-national acceptance of national ID for 
patients/citizens (as is the objective of STORK 2),  a minimum set of standards for access control to 
EHR data and a set of common standards for 'secondary use' - that is, de-identification standards 
allowing EHR data to be used for research. In light of the new privacy regulation also the standards 
for patient consent, right to own data etc. need harmonisation.   
 
2. National eHealth Systems 

During the decision phase for new, national eHealth systems 2 lessons seem to be of particular 
importance to be observed. The first is that it seems to be vital to separate the decision on 
establishing a national identity system from the eHealth system and to ensure the general 
applicability of this eID-system across domains and applications in order to gain popular 
acceptance. The second lesson learned is that most countries already have a number of eHealth 
applications installed with a number of historical data and wide variations of quality, access control 
systems, and that any progress towards a standardised, controllable eHealth environment need to be 



incremental and coordinated by key stakeholders, that from the outset define basic principles and 
basic standards. One of the key principles should be the observance of key international standards 
like HL7, which will ensure also future possibilities for international cooperation. 
 
During the design phase in particular PBD - Privacy by Design - should be observed, ensuring 
proportionality between security level and perceived threat and selection of principles for de-
identification of patient records. The principles for role-based access control, the design of network 
security is likewise important, in particular design of a doable, practical single sign-on system at 
hospital or GP level preventing unintended sharing of access by several professionals as is 
unfortunately a common practice. 
 
During the operational phase in the lifecycle, a constant trimming of the security level in 
accordance with new technology (use of mobile, cloud computing and telemedicine etc.) should be 
observed and documented. The need for updating of skills among staff - both IT and clinical - is 
important, and should be audited along with audit of compliance of accepted national (and 
international) security standards.  
 
For the decommissioning of eHealth systems, in particular the migration of data is a key point of 
concern - Health records for individual patients should not be destructed, but migrated to follow-on 
systems in a secure way. 
 
3. International, cross-border eHealth Systems 

As the international studies clearly have shown the major challenges are the different security levels 
in the countries, a difference which hopefully could be reduced by the agreement of a common 
minimum baseline and by the acceptance of the new regulation on Privacy. But more challenges 
should be addressed during the development of a gradually more and more integrated network of 
eHealth services which would benefit not only the citizens residing or travelling to other countries, 
but likewise increase the general level of professionalism in the health sector and potentially also 
increase the quality of research for companies and universities working with health. 
During the Decision phase the baseline for the standards for the medical field for which the pan-
european system in question will be decided, should be clearly defined and documented, and most 
important it is mandatory to define how these standards will be maintained and documented as the 
viability of an ill-defined system will be extremely short. 
 

The Design phase of new, pan-european services must address 3 vital questions: First how a natio-
nal control point could be established acting as a gateway to other EU countries and ensuring com-
pliance with accepted standards on security, quality, completeness, access control and secondly  
how interoperability between users on each particular sub-domain of eHealth could be ensured; The 
key question here is to ensure patient safety. The steps taken in the epSOS project may well serve as 
a model. Thirdly the network security should be well-defined and based on the highest level of se-
cure VPN technology between professionals or secure encryption in communicating with patients. 
 
During the Operational phase of transnational eHealth projects a body should be established to 
ensure audit, oversight control and acting a body to resolve differences between the participating 
nations. This may be a part of the new, pan European Data Protection board or similar high level 
organisation, but it needs to be supplemented by health professionals. Ethical standards and 
pressure may arise because of new breakthrough in treatments (genetics for instance), and a 
common set of ethical standards most likely need to be continuously updated. 
 

Decommissioning of transnational eHealth solutions - like the pass-over from Baltic eHealth to R-
bay - need to be planned and accepted by the participating countries, likewise ensuring that 
migration of vital patient data to new systems are made in a secure way.  
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1 Scope

E-Government services operate, by definition, across

the Internet: citizens use their own desktops or mobile

devices to access, via the Internet, government services

hosted on servers physically located in some govern-

ment agency, or even on a private or public cloud.

Attacks on e-government can such be broadly di-

vided into three categories: server-side attacks (i.e. on

the government servers), client-side attacks (i.e. on the

citizen’s computing/access device) and network attacks

(i.e. on the Internet connection, either by interfering

with existing connections/sessions or by an attacker

pretending to the server to be a valid client or to the

client to be a valid server). This analysis explicitly ig-

nores network attacks, as these are outside our exper-

tise.

2 Attack Surface

Almost all software is faulty. Software systems are in-

credibly complex, they are the most complex artefacts

built by humans by orders of magnitude! Such com-

plexity makes mistakes inevitable.

Typical defect rates in software that has gone

through industry-standard quality assurance are of the

order of several defects (bugs) per thousand lines of

code (kLOC). Real-world software systems consist of

many millions of lines of code, and hence have thou-

sands of bugs.

Not all bugs are threats to security: many are in-

nocuous in that they cannot be exploited by an attacker.

However, in a security-critical part of the system, we

have to estimate that of the order of 10 % of bugs con-

stitute security vulnerabilities which can be exploited

by an attacker, given the right circumstances.
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Hence, if the critical system measures a million

lines, we have to assume that it has literally hundreds,

if not thousands, of vulnerabilities. This is the system’s

attack surface.

Figure 1: Traditional server software stack.

3 Server-Side Vulnerabilities

3.1 Operating system attacks

Modern computer systems consist of layers of soft-

ware: increasingly specialised software components

are “stacked” on top of the hardware (which forms the

bottom layer).

A (fairly course-grained) view of a traditional server

environment is shown in Figure 1: the bottom-most

(and most general) layer is the operating system (typ-

ically Windows or Linux), on which there runs a web

server and a database management system, the service-

specific application software. In reality, some of the

components may run on separate hardware platforms,

although there is always an operating system between

the hardware and the other software.

In general, the damage that can be caused by a se-

curity compromise (i.e. successful attack) is higher if

it happens on lower levels of the stack: usually, if a

particular layer is compromised, all layers above are

trivially compromised as well. Therefore, the operat-

ing system, as the lowest layer, is the primary target of

attacks.
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How is the operating system attacked? In theory,

the operating system is protected from higher soft-

ware level by a number of technical means, which are

all based in some simple hardware mechanisms. Of

course, the hardware can be faulty, but that is usually

a very low risk. The predominant vulnerabilities are

bugs in the operating system, which can be triggered

by a higher software layer when invoking an operating-

system service. Modern operating systems comprise

tens of millions of lines of code, which translates into

thousands of vulnerabilities – a big attack surface (see

Table 1).

Figure 2: Servers in virtual machines (VMs).

3.2 Hypervisor attacks

Modern servers typically have an additional layer be-

tween the operating system and the hardware: the

hypervisor (Microsoft Hyper-V, Citrix XenServer or

VMware ESX). This provides multiple virtual ma-

chines, each appearing like actual hardware and run-

ning a traditional software stack, from operating sys-

tem to application (see Figure 2). It allows consolidat-

ing multiple systems (complete, independent servers)

onto a single hardware platform.

Hypervisor-based virtualisation has revolutionised

the server world, enabling improved resource utilisa-

tion (and thus reduced capital and running cost), and

are the key enabler of cloud computing and “green

computing”. They are here to stay.

However, the hypervisor adds to the attack surface

of the system, as shown in Table 1. And, as the lowest

level of software, it is the biggest prize to claim: a suc-

cessful attack on the hypervisor constitutes a complete

compromise of the whole system, the hypervisor can

access everything.

In particular, the hypervisor enables a new class

of attacks: server-to-server. The threat scenario is

sketched in Figure 3. If one virtual machine is compro-

mised, and carries out a successful attack on the hyper-

visor, it will compromise all the other virtual machines

running on the same hypervisor. Plenty of hypervisor

Total Critical Vulnera-

Component size Part bilities

Management 1 MLOC 1 MLOC 100s

Web server,

database,

application 10 MLOC 1 MLOC 100s

Operating

System 10 MLOC 10 MLOC 1000s

Hypervisor 1 MLOC 1 MLOC 100s

Table 1: Typical code sizes and attack surface (conser-

vative ballpark figures).

compromises, across all major vendors, have been re-

ported recently, so this threat is real.

Figure 3: Attacking a virtual machine by compromis-

ing the hypervisor.

Hypervisor attacks are particularly dangerous, as the

whole point of the hypervisor is to provide isolation be-

tween servers: it creates the illusion that the servers run

on separate hardware (where they are strongly isolated

from each other), while in reality they run on the same

computer. For that reason, server-to-server attacks are

often not thoroughly considered in a threat analysis.

Furthermore, part of the resource management en-

abled by hypervisors is the migration of services be-

tween hardware platforms. Therefore it often cannot

be foreseen which services get co-located on the same

physical machine. This greatly complicates any threat

assessment.

Hypervisor attacks are usually launched from com-

promised operating systems. This seems to minimise

the risk, as two vulnerabilities need to be exploited (op-

erating system and hypervisor). However, vulnerabil-

ities in main-stream operating systems are so plentiful

that this is not much of a limitation in practice. Plenty

of hypervisor compromises, across all major vendors,

have been reported recently.

3.3 Side-channel attacks

As if this wasn’t scary enough, hypervisors enable

a particularly sneaky form of an attack, which goes

through the hypervisor without actually compromising

the hypervisor itself: so-called side channels. These
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are communication channels which “should not exist”

in the sense that they are not part of the visible mech-

anisms provided by a system. They are, in a sense,

well-hidden loopholes.

For example, a program running within a virtual ma-

chine can observe its own progress compared to the

passing of real (wall clock) time, and from that learn

about other activities on the system.

Side-channels though the hypervisor have been suc-

cessfully employed to steal encryption keys from a co-

located virtual machine – they are real. Note that the

theft of an encryption key compromises more than a

single session or client: it has the potential to make all

clients’ data accessible.

Protection against side channels is particularly diffi-

cult, as they are not based on what’s commonly con-

sidered “bugs”, in particular, they are not violations of

functional specifications: A hypervisor could be func-

tionally perfect, in the sense that it always performs

exactly the correct operation in any circumstance, yet

still allow the theft of data. Discovering and closing

these channels requires highly sophisticated analysis of

all possible (unintended and unspecified) side effects of

hardware and software mechanisms. A complete anal-

ysis in totally unfeasible for systems of the complexity

of commercial hypervisors.

4 Client-Side Vulnerabilities

The citizen’s access device is also prone to attacks.

Typically, this is a desktop computer or a mobile

device, hereafter called terminal (because from the

server’s point of view, the connection terminates there).

Terminal vulnerabilities have the same fundamental

reasons as the server’s: software complexity and the

vulnerabilities inherently resulting from that. Further-

more, terminals are usually not professionally man-

aged, and a wealth of applications software, much of

it from completely untrusted sources, is installed. As

a result, a large fraction of terminals are already com-

promised (typically by viruses and worms).

Client-side vulnerabilities are in a sense worse than

server-side ones, as they are more plentiful, and harder

to control by administrative or policy means. Fortu-

nately, they are also more constrained in the damage

they can cause, as a compromised terminal will, in

general, only affect its owner’s use of e-Government

(involuntary participation in botnets notwithstanding).

However, e-Government is doomed if citizens cannot

have a reasonable degree of trust their terminals.

5 Possible Solutions

5.1 Microkernel architecture

As the core problem is the large attack surface of mod-

ern systems, any real solution must aim to reduce this.

Reducing the overall size of the software stack is unre-

alistic; to the contrary, this will continue to grow.

Reducing the defect density may be possible, but in

any case will take decades, of developments over the

last 30 years provide any guidance: software defect

densities have not decreased dramatically.

So, the only hope rest on reducing the size of the

critical components, especially of the lower layers. Re-

ducing the attack surface of the hypervisor must be the

primary aim.

The key is changing the architecture of the system,

so that the amount of critical code (that must be trusted

to operate correctly) is minimised. So, instead of a

“monolithic” design, the operating system or hypervi-

sor is constructed from a minimal “microkernel”, with

the actual system services provided by isolated compo-

nents running on top of the kernel.

Figure 4: Splitting virtualization functionality into a

microkernel and per-VM component reduces attack

surface.

This means that compromises can be contained in

individual components, as long as the kernel itself is

not compromised. In the case of a hypervisor, most of

its functionality is distributed with the individual vir-

tual machines, as shown in Figure 4. In this case only

the microkernel and some of the management com-

ponents are most critical in the sense hat compromis-

ing them will compromise all virtual machines. This

architecture is supported by NICTA’s seL4 microker-

nel [KEH+09] as well as the Nova microkernel from

TU Dresden [SK10].

5.2 Real-world microkernels

The author and his team at UNSW and NICTA have

a 15-year track record of building high-performance

microkernels, and are generally considered the lead-

ers in the field, particularly with respect to high as-

surance as well as practical deployment. The author’s

startup company Open Kernel Labs (recently acquired
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