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SUMMARY 
The discussion around artificial intelligence (AI) technologies and their impact on society is 
increasingly focused on the question of whether AI should be regulated. Following the call from the 
European Parliament to update and complement the existing Union legal framework with guiding 
ethical principles, the EU has carved out a 'human-centric' approach to AI that is respectful of 
European values and principles. As part of this approach, the EU published its guidelines on ethics 
in AI in April 2019, and European Commission President-elect, Ursula von der Leyen, has announced 
that the Commission will soon put forward further legislative proposals for a coordinated European 
approach to the human and ethical implications of AI. 

Against this background, this paper aims to shed some light on the ethical rules that are now 
recommended when designing, developing, deploying, implementing or using AI products and 
services in the EU. Moreover, it identifies some implementation challenges and presents possible 
further EU action ranging from soft law guidance to standardisation to legislation in the field of 
ethics and AI. There are calls for clarifying the EU guidelines, fostering the adoption of ethical 
standards and adopting legally binding instruments to, inter alia, set common rules on transparency 
and common requirements for fundamental rights impact assessments, and to provide an adequate 
legal framework for face recognition technology. Finally, the paper gives an overview of the main 
ethical frameworks for AI under development outside the EU (e.g. in the United States and China). 
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EU human-centric approach to artificial intelligence 
Background 
Artificial intelligence (AI) commonly refers to a combination of: machine learning techniques used 
for searching and analysing large volumes of data; robotics dealing with the conception, design, 
manufacture and operation of programmable machines; and algorithms and automated decision-
making systems (ADMS) able to predict human and machine behaviour and to make autonomous 
decisions.1 AI technologies can be extremely beneficial from an economic and social point of 
view and are already being used in areas such as healthcare (for instance, to find effective 
treatments for cancer) and transport (for instance, to predict traffic conditions and guide 
autonomous vehicles), or to efficiently manage energy and water consumption. AI increasingly 
affects our daily lives, and its potential range of application is so broad that it is sometimes referred 
to as the fourth industrial revolution.2 

However, while most studies concur that AI brings many 
benefits, they also highlight a number of ethical, legal and 
economic concerns, relating primarily to the risks facing 
human rights and fundamental freedoms. For instance, AI poses 
risks to the right to personal data protection and privacy, and 
equally so a risk of discrimination when algorithms are used for 
purposes such as to profile people or to resolve situations in 
criminal justice.3 There are also some concerns about the impact 
of AI technologies and robotics on the labour market (e.g. jobs 
being destroyed by automation). Furthermore, there are calls to 
assess the impact of algorithms and automated decision-
making systems (ADMS) in the context of defective products 
(safety and liability), digital currency (blockchain), 
disinformation-spreading (fake news) and the potential military 
application of algorithms (autonomous weapons systems and 
cybersecurity). Finally, the question of how to develop ethical 
principles in algorithms and AI design has also been raised.4 

EU approach 
Policy-makers across the world are looking at ways to tackle the risks associated with the 
development of AI. That said, the EU can be considered a front-runner with regard to establishing a 
framework on ethical rules for AI. 

Leading the EU-level debate, the European Parliament called on the European Commission to 
assess the impact of AI, and made wide-ranging recommendations on civil law rules on robotics in 
January 2017. The Parliament drew up a code of ethics for robotics engineers and asked the 
Commission to consider the creation of a European agency for robotics and AI, tasked with 
providing the technical, ethical and regulatory expertise needed in an AI-driven environment.5 
Against this background, in 2018 the Commission adopted a communication to promote the 
development of AI in Europe, and in 2019 it published a coordinated plan on AI – endorsed by the 
Council of the European Union – to coordinate the EU Member States' national AI strategies.6 

Building on this groundwork, in April 2019 the Commission published a set of non-binding Ethics 
guidelines for trustworthy AI. Prepared by the Commission's High-Level Expert Group on AI, 
composed of 52 independent experts, this document aims to offer guidance on how to foster and 
secure the development of ethical AI systems in the EU. 

A recent report by 
Algorithmwatch – a not-for-profit 
organisation promoting more 
transparency in the use of 
algorithms – lists examples of 
ADMS already in use in the EU. AI 
applications are wide-ranging. 
For instance, the Slovenian 
Ministry of Finance uses a 
machine-learning system to 
detect tax evasion and tax fraud. 
In Belgium, the police are using a 
predictive algorithm to predict 
car robberies. In Poland, this 
technology is used to profile 
unemployed people and decide 
upon the type of assistance 
appropriate for them. 

http://www.eprs.sso.ep.parl.union.eu/filerep/upload/EPRS_BRIE_634420_How%20artificial%20intelligence%20works-FINAL.pdf
https://www.technologyreview.com/s/612437/what-is-machine-learning-we-drew-you-another-flowchart/
https://ifr.org/downloads/papers/Media_Backgrounder_on_Artificial_Intelligence_in_Robotics_May_2018.pdf
https://algorithmwatch.org/wp-content/uploads/2019/01/Automating_Society_Report_2019.pdf
https://algorithmwatch.org/wp-content/uploads/2019/01/Automating_Society_Report_2019.pdf
https://www.zdnet.com/article/ibm-reveals-ai-projects-aiming-to-find-cancer-killing-drugs/
http://www.europarl.europa.eu/thinktank/en/document.html?reference=EPRS_BRI(2019)635609
http://energy-cities.eu/Artificial-Intelligence-the-next-frontier-for-local-energy-transition/
http://www.eprs.sso.ep.parl.union.eu/filerep/upload/EPRS_BRIE_634421_Why%20artificial%20intelligence%20matters_FINAL.pdf
https://www.oecd-ilibrary.org/docserver/eedfee77-en.pdf?expires=1567415179&id=id&accname=ocid194994&checksum=933DE7F8F8C8428818F05491A8B26964
https://algorithmwatch.org/wp-content/uploads/2019/02/Automating_Society_Report_2019.pdf
https://rm.coe.int/algorithms-and-human-rights-study-on-the-human-rights-dimension-of-aut/1680796d10
https://ec.europa.eu/epsc/sites/epsc/files/ai-report_online-version.pdf
https://ec.europa.eu/growth/single-market/goods/free-movement-sectors/liability-defective-products_nn
https://ec.europa.eu/digital-single-market/en/blockchain-technologies
https://www.europarl.europa.eu/RegData/etudes/STUD/2019/624279/EPRS_STU(2019)624279_EN.pdf
http://unidir.org/files/publications/pdfs/autonomous-weapon-systems-and-cyber-operations-en-690.pdf
http://unidir.org/files/publications/pdfs/autonomous-weapon-systems-and-cyber-operations-en-690.pdf
https://www.europarl.europa.eu/doceo/document/A-8-2017-0005_EN.html?redirect
https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe
https://ec.europa.eu/digital-single-market/en/news/coordinated-plan-artificial-intelligence
https://data.consilium.europa.eu/doc/document/ST-6177-2019-INIT/en/pdf
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence
https://algorithmwatch.org/en/automating-society/
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Notion of human-centric AI 
The core principle of the EU guidelines is that the EU must develop a 'human-centric' approach 
to AI that is respectful of European values and principles. 

The human-centric approach to AI strives to ensure that human values are central to the way 
in which AI systems are developed, deployed, used and monitored, by ensuring respect for 
fundamental rights, including those set out in the Treaties of the European Union and Charter 
of Fundamental Rights of the European Union, all of which are united by reference to a 
common foundation rooted in respect for human dignity, in which the human being enjoys 
a unique and inalienable moral status. This also entails consideration of the natural 
environment and of other living beings that are part of the human ecosystem, as well as a 
sustainable approach enabling the flourishing of future generations to come.7 

While this approach will unfold in the context of the global race on AI, EU policy-makers have 
adopted a frame of analysis to differentiate the EU strategy on AI from the US strategy (developed 
mostly through private-sector initiatives and self-regulation) and the Chinese strategy (essentially 
government-led and characterised by strong coordination of private and public investment into AI 
technologies).8 In its approach, the EU seeks to remain faithful to its cultural preferences and its 
higher standard of protection against the social risks posed by AI – in particular those affecting 
privacy, data protection and discrimination rules – unlike other more lax jurisdictions.9 

To that end, the EU ethics guidelines promote a trustworthy AI system that is lawful (complying 
with all applicable laws and regulations), ethical (ensuring adherence to ethical principles and 
values) and robust (both from a technical and social perspective) in order to avoid causing 
unintentional harm. Furthermore, the guidelines highlight that AI software and hardware systems 
need to be human-centric, i.e. developed, deployed and used in adherence to the key ethical 
requirements outlined below. 

Key ethical requirements 
The guidelines are addressed to all AI stakeholders designing, developing, deploying, 
implementing, using or being affected by AI in the EU, including companies, researchers, public 
services, government agencies, institutions, civil society organisations, individuals, workers and 
consumers. Stakeholders can voluntarily opt to use these guidelines and follow the seven key 
requirements (see box on the right) when they are developing, deploying or using AI systems in 
the EU. 

Human agency and oversight 
Respect for human autonomy and fundamental rights is at the 
heart of the seven EU ethical rules. The EU guidelines prescribe 
three measures to ensure this requirement is reflected in practice: 

• to make sure that an AI system does not hamper EU 
fundamental rights, a fundamental rights impact 
assessment should be undertaken prior to its 
development. Mechanisms should be put in place 
afterwards to allow for external feedback on any potential 
infringement of fundamental rights; 

• human agency should be ensured, i.e. users should be 
able to understand and interact with AI systems to a 
satisfactory degree. The right of end users not to be 
subject to a decision based solely on automated 
processing (when this produces a legal effect on users or 
significantly affects them) should be enforced in the EU; 

The key EU requirements for 
achieving trustworthy AI 

• human agency and 
oversight 

• robustness and safety 

• privacy and data 
governance 

• transparency 

• diversity, non-
discrimination and fairness 

• societal and environmental 
well-being 

• accountability 
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• a machine cannot be in full control. Therefore, there should always be human 
oversight. Humans should always have the possibility ultimately to over-ride a 
decision made by a system. When designing an AI product or service, AI developers 
should consider the type of technical measures that should be implemented to 
ensure human oversight. For instance, they should provide a stop button or a 
procedure to abort an operation to ensure human control. 

Different types of fundamental rights impact assessments are already being used in the EU. The European 
Commission adopted a set of guidelines on fundamental rights in impact assessments and uses this 
checklist to identify which fundamental rights could be affected by a proposal and to assess systematically 
the impact of each envisaged policy option on these rights. The General Data Protection Regulation (GDPR) 
provides for a regulatory framework that obliges data controllers to apply a Data Protection Impact 
Assessment (DPIA). The Government of Canada has also developed an Algorithmic Impact Assessment that 
assesses the potential impact of an algorithm on citizens, with a digital questionnaire evaluating the potential 
risk of a public-facing automated decision system. This tool will be mandatory in Canada as of 2020.  

Technical robustness and safety 
Another essential requirement is to have secure and reliable systems and software. Trustworthy 
AI requires algorithms to be secure, reliable and robust enough to deal with errors or inconsistencies 
during all life-cycle phases of an AI system. This requirement is about ensuring cybersecurity. In 
practice, all vulnerabilities should be taken into account when building algorithms. This requires 
testing AI systems to understand and mitigate the risks of cyber-attacks and hacking. AI developers 
should put in place processes capable of assessing the safety risks involved, in case someone uses 
the AI system they are building for harmful purposes. For instance, if the system is compromised, it 
should be possible for human control to take over and abort the system. To tackle this important 
question, the EU applies a twofold approach: first, fostering cooperation between the AI 
community and the security community, and second, reflecting on how to modify the legal 
framework governing liabilities in the EU, and to go from a human-conduct-based liability regime 
to a more machine-based liability regime. 

Privacy and data protection 
In the EU, there is a lot of consideration for data protection and privacy, and all AI stakeholders must 
comply with the General Data Protection Regulation (GDPR) as a matter of principle. Furthermore, 
the EU guidelines on AI advise the AI community to ensure privacy and personal data are protected, 
both when building and when running an AI system. Citizens should have full control over their 
own data, and their data should not be used to harm or discriminate against them. In practice, this 
means that AI systems should be designed to guarantee privacy and data protection. To this end, AI 
developers should apply design techniques such as data encryption and data anonymisation. 
Moreover, they should ensure the quality of the data, i.e. avoid socially constructed biased, 
inaccuracies, errors and mistakes. To that end, data collection should not be biased and AI 
developers should put in place oversight mechanisms to control the quality of data sets. 

Transparency 
Transparency is paramount to ensuring that AI is not biased. The AI guidelines introduce a number 
of measures to ensure transparency in the AI industry. For instance, the data sets and processes that 
are used in building AI systems should be documented and traceable. Also, AI systems should be 
identifiable as such, and humans need to be aware that they are interacting with an AI system. 
Furthermore, AI systems and related human decisions are subject to the principle of explainability, 
according to which it should be possible for them to be understood and traced by humans. 

https://ec.europa.eu/info/sites/info/files/opperational-guidance-fundamental-rights-in-impact-assessments_en.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3302839
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3302839
https://ec.europa.eu/growth/single-market/goods/free-movement-sectors/liability-defective-products_nn
http://www.eprs.sso.ep.parl.union.eu/eprs/auth/en/product_2.html?id=345461&ref_id=undefined&src=2&q=id%3A345461%2BAND%2Bsrc%3A2
https://blogs.sas.com/content/hiddeninsights/2019/02/28/traceability-and-trust-top-premise-for-ethical-ai-decisions/
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Diversity, non-discrimination and fairness 
The guidelines focus strongly on avoiding unfair bias 
when AI products and services are designed. In 
practice, AI developers should make sure that the 
design of their algorithms is not biased (e.g. by the 
use of an inadequate data set). Stakeholders that may 
be directly or indirectly affected by AI systems should 
be consulted and involved in their development and 
implementation. AI systems should be conceived with 
consideration for the whole range of human abilities, 
skills and requirements, and ensure accessibility to 
persons with disabilities. 

Societal and environmental well-
being 
AI systems should be used to enhance positive social 
change and encourage sustainability and 
environmental responsibility of AI systems. In other 
words, measures securing the environmental 
friendliness of AI systems should be encouraged (e.g. 
opting for a less harmful energy consumption 
method) and the social impacts of these systems (i.e. 
on people's physical and mental wellbeing) must be 
monitored and considered. Moreover, the effects of 
AI systems on society and democracy (including 
regarding the electoral context) should be assessed. 

Accountability 
Mechanisms should be put in place to ensure responsibility and accountability for AI systems and 
their outcomes. Internal and external independent audits should be put in place, especially for AI 
systems whose use affects fundamental rights. Reporting of the AI systems' negative impacts 
should be available (including for whistle-blowers), and impact assessment tools should be used 
to that end. In situations where the implementation of the key ethical requirements creates conflicts 
between them, decisions on the trade-off (i.e. the decision to choose to fulfil one ethical 
requirement over another) should be evaluated continuously. Accessible redress mechanisms 
should be implemented. 

Implementation challenges 
While the implementing phase of the guidelines has started, academics and stakeholders have 
warned about a number of implementation challenges. 

Need for clarification 
The lack of clarity in the wording of the guidelines has been criticised in many respects. Thomas 
Metzinger, professor of theoretical philosophy at the University of Mainz and a member of the 
Commission's expert group on AI, warns that the guidelines are short-sighted, deliberately vague 
and do not take long-term risks into consideration. Furthermore, he regrets that the 'red-lines' 
(i.e. non-negotiable ethical principles) in the draft guidelines were deleted or watered down in the 
final text. Two of these 'red lines' had been that AI should never be used to build autonomous lethal 
weapons or social scoring systems. However, after protracted negotiations, the final version of the 

Explainability – part I 
The wide-ranging concept of explainability is 
about making explanations on an 
algorithmic decision-making system 
available. The requirement for explainable AI 
addresses the fact that complex machines and 
algorithms often cannot provide insights into 
their behaviour and processes. This sometimes 
results in a black box effect, i.e. a situation 
where AI systems are capable of producing 
results, but the process by which the results are 
produced and the reasons why the algorithm 
makes specific decisions are not fully 
understandable by humans.  

Explainability is therefore particularly 
important to ensure fairness in the use of 
algorithms and to identify potential bias in the 
training data. This far-reaching requirement 
means that an explanation should be available 
on how AI systems influence and shape the 
decision-making process, on how they are 
designed, and on what is the rationale for 
deploying them. Explainability must address 
both the technical processes of an AI system 
and the related human decisions taken in 
accordance with the EU guidelines. 

https://www.tagesspiegel.de/politik/eu-guidelines-ethics-washing-made-in-europe/24195496.html
https://www.europarl.europa.eu/RegData/etudes/STUD/2019/624261/EPRS_STU(2019)624261_EN.pdf
https://arxiv.org/pdf/1806.00069.pdf
https://arxiv.org/pdf/1806.00069.pdf
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text instead referred to these issues as 'critical concerns' and did not include a clearly formulated 
prohibition. 

Another expert group member, Andrea Renda, together with the AI task force of the Centre for 
European Policy Studies (CEPS), also published a report highlighting some shortcomings of the draft 
ethics guidelines. The report warns in particular about the lack of a hierarchy of principles that 
would otherwise have allowed EU institutions to tailor their policy approach. 

Lack of regulatory oversight 
The EU ethics guidelines are non-binding. However, concerns have been raised regarding the lack 
of regulatory oversight to support their implementation. Non-profit research and advocacy 
organisation AlgorithmWatch stresses that most of the recommendations and guidelines on AI 
issued so far do not provide any oversight mechanisms to ensure and enforce compliance with 
voluntary commitments. Without such mechanisms, however, there is little incentive to adhere to 
these ethical principles. Others also warn about the risk of the technology industry financing and 
shaping the ethical debate about algorithms and automated decision-making systems. The lack of 
regulatory oversight raises the issue of the empowerment of public bodies or authorities to monitor 
the enforcement of the EU ethical guidelines. 

The AI Now Institute, argues for expanding the powers of regulators to oversee, audit, and monitor AI 
technologies by domain. The institute favours a sector-specific approach that focuses on the application of AI 
technologies within individual domains (e.g. health, education, transport). 

Need for coordination of actions at EU and national levels 
Several EU Member States have started work on establishing their own national frameworks on 
ethics and AI in parallel to the EU initiatives. Below is an outline of these moves, by country. 

France 
Dating from March 2018, the French AI strategy sets out as one of its core principles the requirement 
that AI technologies must be explainable to be socially acceptable. To that end, the government is 
required to: put in place several policies in order to develop algorithm transparency and audits; 
include ethics in training for AI engineers and researchers; carry out a discrimination impact 
assessment (to encourage AI designers to consider the social implications of the algorithms they 
produce); and ensure that the principle of human responsibility is applied (e.g. by setting 
boundaries for the use of predictive algorithms in the law enforcement context). Furthermore, it is 
proposed that a consultative ethics committee for digital technologies and AI be set up for the 
purpose of organising a public debate in this field. 

Germany 
Initially, the ethics-related debate was essentially driven by sector-specific industry interests, and 
resulted in the adoption in June 2017 of a set of ethical rules for automated and connected vehicular 
traffic by the Transport Ministry's Ethics Commission. In November 2018, the national AI strategy 
was launched, setting out a range of measures on ethics. For instance, the document advocates 
using an 'ethics by, in and for design' approach for all development stages and uses of AI. It 
pledges to promote research into novel ways for pseudonymising and anonymising data and for 
differential privacy. Furthermore, the federal government will review whether the German AI-
related legal framework covers all aspects related to algorithm-based and AI-based decisions, 
services and products and, if necessary, adapt it in order to make it possible to verify whether there 
is any undue discrimination or bias. The legislation governing the use of personal and non-
personal data for AI-based applications will be reviewed, and the possibility to establish and/or 
expand government agencies or private-sector auditing institutions to verify algorithmic decision-
making processes will be examined. 

https://www.ceps.eu/ceps-publications/artificial-intelligence-ethics-governance-and-policy-challenges/
https://algorithmwatch.org/en/ethical-ai-guidelines-binding-commitment-or-simply-window-dressing/
https://www.newstatesman.com/science-tech/technology/2019/06/how-big-tech-funds-debate-ai-ethics
https://ainowinstitute.org/
https://ainowinstitute.org/AI_Now_2018_Report.pdf
https://uk.ambafrance.org/France-s-AI-strategy
https://www.aiforhumanity.fr/en/
https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-commission-automated-and-connected-driving.pdf?__blob=publicationFile
https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-commission-automated-and-connected-driving.pdf?__blob=publicationFile
https://ec.europa.eu/knowledge4policy/publication/germany-artificial-intelligence-strategy_en
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Finland 
In August 2018, the Ministry of Economic Affairs issued a report recommending to set up a 
parliamentary monitoring group to promote the ethical value base of AI more extensively in 
society, and to monitor and evaluate pilots and technology developments associated with the 
ethical aspects of artificial intelligence. This group would be tasked with the creation of rules and 
the assessment of practices in the context of defining responsibilities in situations where a machine 
is taking decisions autonomously. 

United Kingdom 
The UK Committee on Standards in Public Life announced in March 2019 it was launching an inquiry 
into the use of AI in public services, with the aim of examining whether the rules were sufficient to 
ensure that high standards of conduct are upheld as technologically assisted decision-making is 
adopted more widely across the public sector. In the UK, there is particular focus on the risks of 
biometrics in ongoing discussions. A 2019 report from the UK Biometrics and Forensics Ethics 
Group outlines some of the ethical issues raised by the use of live (real-time) face recognition 
technology (FRT) based on machine-learning techniques and recommends the development of an 
adequate legal framework. Against this background, the House of Commons Science and 
Technology Committee has urged the UK government to issue a moratorium on the current use of 
FRT and to prohibit further FRT trials until a proper legislative framework has been introduced, and 
guidance on trial protocols and an oversight and evaluation system have been established.  

Risk of fragmentation. EU Member States are likely to enact some diverging national ethical rules on AI that 
could fragment the EU landscape in this domain. Such fragmentation may hamper the emergence of pan-
European Al services. Therefore, coordinated actions at EU and national levels will be key to ensuring coherent 
harmonisation of the EU ethical guidelines and avoiding any discrepancies within the EU. 

Possible further EU action 
Following the publication of the EU guidelines on ethics in AI, the Commission launched a pilot 
phase in June 2019 and invited all stakeholders to provide feedback on the practical 
implementation of the key requirements by the end of 2019. To this end, companies participating 
in the pilot will report on their experience in implementing the guidelines. Based on the feedback 
received, the High-Level Expert Group on AI will propose a revised version of the compliance 
assessment list to the Commission in early 2020. 

Something crucial in this context is to reflect on the following question: to what extent will voluntary 
ethical rules, driven by industry’s pace and strategies, be sufficient to address the ethical issues 
raised by AI development. There are calls for stronger intervention on the part of public authorities 
to influence the development and enforcement of these rules. The European Commission 
President-elect, Ursula von der Leyen, has announced that she will put forward legislative 
proposals for a coordinated European approach on the human and ethical implications of AI within 
her first 100 days in office. Policy-makers, academics and stakeholders have called for further action 
to implement and complement the ethics guidelines, and equally to ensure a harmonised approach 
and avoid fragmentation. Possible further action focusing on ethical issues ranges from soft law 
guidance, hard law legislation and standardisation.10 

Clarification of the guidelines 
One of the main recommendations of the CEPS task force report on AI is to adopt some guidance 
allowing to identify which applications or business models are potentially problematic and which 
should be prohibited because they are incompatible with EU core values and legislation. The report 
further stresses that extensive explanations should be provided to establish effective fairness 
standards and that it is necessary to focus more extensively on setting up appropriate redress 

https://tem.fi/en/publication?pubid=URN:ISBN:978-952-327-313-9
https://www.globalgovernmentforum.com/uk-standards-watchdog-to-examine-use-of-ai/
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/781745/Facial_Recognition_Briefing_BFEG_February_2019.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/781745/Facial_Recognition_Briefing_BFEG_February_2019.pdf
https://publications.parliament.uk/pa/cm201719/cmselect/cmsctech/1970/1970.pdf
https://publications.parliament.uk/pa/cm201719/cmselect/cmsctech/1970/1970.pdf
https://ec.europa.eu/futurium/en/ethics-guidelines-trustworthy-ai/register-piloting-process-0
https://g8fip1kplyr33r3krz5b97d1-wpengine.netdna-ssl.com/wp-content/uploads/2019/07/190714-Letter-Candidate-RENEW-1.pdf
https://www.ceps.eu/ceps-publications/artificial-intelligence-ethics-governance-and-policy-challenges/
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mechanisms for individuals.11 Another great challenge is to clarify how to implement the 
requirement of explainability in a context where the complexity of AI algorithms can make it 
difficult to provide a clear explanation and justification for a decision made by a machine (i.e. black 
box effect). Ensuring a harmonised application of the guidelines throughout the EU would require 
spelling out this concept in more detail. 

Explainability – part II 

While AI systems can be made explainable, this may result in a trade-off between cost and interpretability.12 
In order to apply the guidelines consistently and efficiently, stakeholders would need additional 
recommendations on key questions such as: i) do they need to ensure explainability by design; ii) can they 
differentiate the level of transparency required when they face cases where AI supports decision-making 
by humans which may raise fewer explainability issues than fully automated decision-making systems;13 and 
iii) to what extent should intellectual property rights and trade secret protection be limited by the 
implementation of the explainability requirement. In this regard, the AI Now Institute argues that AI 
companies should waive trade secrecy and other legal claims that inhibit full auditing and understanding of 
their software, because such trade secrecy contributes to the black box effect and makes it hard to assess bias, 
contest decisions or remedy errors. 

Standardisation 
Standardisation is expected to play an essential role in driving AI market adoption. Standards can 
influence the development and deployment of particular AI systems through product certification, 
and serve to disseminate best practices in AI as is the case in cybersecurity or environmental 
sustainability.14 A number of standardisation organisations are working on AI technical standards; 
in parallel, ethical AI standards are also being developed.15 
For instance, the joint technical committee of the 
International Organization for Standardization (ISO) and the 
International Electrotechnical Commission (IEC) is working on 
developing standards to ensure trustworthiness in AI 
technology from the outset. Expert working groups are 
considering how to technically achieve AI systems' 
robustness, resiliency, reliability, accuracy, safety, security and 
privacy. Another leading standardisation organisation, the 
Institute of Electrical and Electronics Engineers (IEEE) 
published in 2019 an ethical framework setting out more than 
100 ethical issues and recommendations to serve as a 
reference for policy-makers, engineers, developers and 
companies deploying, selling and using AI systems. In 
practice, the IEEE seeks to develop specific industry 
standards and processes – related to transparency, 
accountability, and algorithmic bias – for the certification of 
AI systems.16  

Against this background, the Commission’s 2019 Rolling plan for ICT standardisation identifies three 
main actions in relation to standard-setting in AI, namely: i) fostering coordination of 
standardisation efforts on AI in Europe; ii) ensuring coordination between standardisation efforts on 
AI in Europe and other international standardisation efforts; and iii) integrating the outcomes of the 
High-Level Expert Group on Artificial Intelligence within the standardisation roadmaps. 

However, launching a standardisation process raises many questions. Similar to technical standards, 
ethical standards are voluntary measures. Standards can be made mandatory or become a 
condition for awarding procurement contracts17 so as to ensure that industry players implement 
them. Some researchers stress, however, that there are not sufficient grounds for the adoption of 
public certification or mandatory standards on AI in Europe, as the self-certification framework is 

AI ethical standards 

An IEEE standard establishes a 
process model by which engineers 
and technologists can address 
ethical consideration throughout 
the various stages of system 
initiation, analysis and design of 
new IT products and systems. 

Other standards address the 
manner in which personal privacy 
terms are offered and how they can 
be read and agreed to by machines, 
or describe specific methodologies 
(e.g. selection of data sets) to 
address and eliminate bias when 
algorithms are created. 

https://ainowinstitute.org/
https://ainowinstitute.org/AI_Now_2018_Report.pdf
https://www.researchgate.net/publication/329191549_Artificial_intelligence_across_industries_-_IEC_Whitepaper
https://www.iso.org/isoiec-jtc-1.html
https://www.iso.org/isoiec-jtc-1.html
https://www.iso.org/isoiec-jtc-1.html
https://iecetech.org/Technical-Committees/2018-03/First-International-Standards-committee-for-entire-AI-ecosystem
https://standards.ieee.org/
https://engagestandards.ieee.org/rs/211-FYL-955/images/EAD1e.pdf?mkt_tok=eyJpIjoiWkRVME1UVm1OREE1TVRSbSIsInQiOiIxY3RONFl6YXh0cWxSRUpLNE9taUtwQllpaXNkYktmd3FDM2lOQ1ZNXC9YUURKV3Z4b2dJc3d3ekNDREdTd24zMHNcL0xUTEFqeFFoYTN4NWNqQUZRclY0amMyTzhXeU9VXC9yNjhneWlIeHFHV3lSMU1rRGxmeUJSTU9cL3dDeXZmN1AifQ%3D%3D
https://ec.europa.eu/digital-single-market/en/news/2019-rolling-plan-ict-standardisation
https://standards.ieee.org/project/7000.html
https://standards.ieee.org/project/7012.html
https://standards.ieee.org/project/7003.html
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evolving and it is too early to anticipate with enough certainty how the AI market will develop over 
time.18 The fact that standards are vague and certification enforcement and oversight are 
unclear (i.e. who performs the ethical certifications?) has been criticised too. One concern is that the 
standardisation and certification bodies are focused on enabling AI to become 'ethically' marketable 
and that existing market logic will control AI development.19 The risk of a race to the bottom in 
regulatory oversight because AI development organisations may choose to locate in jurisdictions 
that impose more lax rules for implementing ethical standards has also been pointed out.20 

EU regulatory framework on AI 
A number of proposals on AI legislation have been discussed,21 including several described below. 

Legislation on transparency of decision-making systems 
Transparency is paramount to ensuring that AI is not biased and AI systems are explainable. There 
are calls to legislate and make the transparency requirement mandatory. For instance, the 
Finnish national AI strategy paper recommends assessing how ethical obligations could be imposed 
on platforms as is done in the GDPR. The paper stresses in particular that certain parts of an 
algorithm developed and used by the platforms could be prohibited if it distorts or restricts 
competition without justification.22 The EU could build on existing legislative initiatives and research 
on transparency conducted in recent years. In July 2019, the EU adopted the new 
Regulation (EU) 2019/1150 requiring providers of online intermediation services and online search 
engines to implement a set of measures to ensure transparency and fairness in the contractual 
relations they have with online businesses (e.g. online retailers, hotels and restaurants businesses, 
app stores) that use such online platforms to sell and provide their services to customers in the EU. 
The Commission is also carrying out an in-depth analysis on algorithmic transparency. 

Against this background, a 2019 Parliament study recommends the creation of a regulatory body 
for algorithmic decision-making tasked with defining i) criteria that can be used to differentiate 
acceptable algorithmic decision-making systems (that should be subject to an algorithmic 
impact assessment) and systems that should be prohibited; and ii) the obligations falling on 
algorithmic decision-making system providers (such as the obligation to make their systems 
auditable). New EU legislation could also address the responsibility for informing the persons 
affected by such systems, while also clarifying the explainability requirements and setting 
specific liability and certifications regimes.23 

Sector-specific legislation in the health sector 
It is arguably more important to ensure rigorous implementation of the ethical rules in specific 
sectors, such as healthcare, where human control over algorithms and decision-making systems is 
paramount. Against this background, the Finnish national AI strategy proposes to formulate AI 
ethics rules specific to the healthcare ecosystem. A 2018 study by the University of Oxford stresses 
the need to analyse the implementation of the GDPR in the field of health research, and where 
needed, amend laws or create more clarity through interpretation and guidance. 

Legislation on face recognition technology 
The use of face recognition technology (FRT) is becoming widespread across Europe and is giving 
rise to growing concerns. FRT is considered as processing 'biometric data' under the GDPR, and is in 
principle subject to strict terms and conditions of use. However, technology experts disagree on 
whether the GDPR framework is robust enough to address all issues created by the growing use of 
AI-based FRT, or whether additional legislation will be necessary to ensure EU fundamental rights 
are protected.24 Already, the adoption of national FRT legislation is being discussed in some 
Member States (see in particular the UK debate mentioned above).25 

http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/160980/TEMjul_21_2018_Work_in_the_age.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1532348683434&uri=CELEX:02016R0679-20160504
https://www.europarl.europa.eu/legislative-train/theme-connected-digital-single-market/file-jd-online-platforms-fairness-in-platform-to-business-relations/07-2019
https://ec.europa.eu/digital-single-market/en/algorithmic-awareness-building
http://www.eprs.sso.ep.parl.union.eu/filerep/upload/EPRS_STUD_624262_Algorithmic_Accountability-FINAL.pdf
http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/160980/TEMjul_21_2018_Work_in_the_age.pdf
https://www.digitaleurope.org/wp/wp-content/uploads/2019/02/Healthcare-AI-Data-Ethics-2030-vision.pdf#page=28
https://www.liberties.eu/en/news/facial-recognition-clue-article/15826
https://www.law.kuleuven.be/citip/blog/taylor-swift-is-watching-you-watching-her/
https://www.euractiv.com/section/data-protection/news/europeans-still-anxious-about-ai-facial-recognition/
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A number of legally binding instruments could be adopted to translate ethical rules into hard law and make 
them mandatory for the most influential AI industry players in the EU. 

International context 
While the EU is clearly a front-runner in the debate on the ethical and social implications of AI, other 
government entities in the world are also looking at these issues. 

United States 
In the US, while a range of industry players have already developed some codes of conduct on ethics 
and AI, there are calls for more government-led regulation. Collaborative industry groups, such 
as the Partnership on AI (including Microsoft, Amazon, Facebook and Apple), have pledged to 
develop and share best practices, including on ethics. The Association for Computing Machinery 
(ACM) also published in 2018 a Code of Ethics and Professional Conduct to guide the ethical conduct 
of computing professionals. Furthermore, companies are developing their own ethical guidelines. 
For instance, Microsoft has its own AI advisory board and Google has disclosed its AI principles, an 
ethics charter to guide the responsible development and use of AI in research and products.26 
However, there is growing concern that self-regulation will not be enough to tackle the ethical 
challenges posed by the development of AI. In 2018 the AI Now Institute issued a report concluding 
that internal governance structures in most technology companies are failing to ensure 
accountability for AI systems. It argues therefore that government agencies need greater power to 
oversee, audit and monitor AI technologies, especially those involving face recognition. 

China 
In China, there is growing interest in setting up an ethical framework for the development of AI. In 
2017, China released its Next Generation Artificial Intelligence Development Plan setting out long-
term strategic goals for AI development in the country by 2030. One objective is to establish 
regulatory and ethical frameworks to ensure the healthy development of AI in China. China would 
promote self-discipline of the AI industry and enterprises, and increase punishments for data abuse, 
violations of personal privacy and unethical activities in this regard. The Artificial Intelligence 
Industry Alliance, which brings together Chinese tech firms and universities, released draft 
guidelines for self-regulation in the field of AI in May 2019.27 These call for implementing principles 
of 'human-oriented', 'secure/safe and controllable' and 'transparent and explainable' AI similar to 
the ones enshrined in the EU AI ethical guidelines. Furthermore, the New Generation AI Governance 
Expert Committee, established by the Ministry of Science and Technology, released in June 2019 a 
document outlining eight non-binding principles to guide AI development in China. These 
principles largely mirror the EU rules on AI. For instance, AI development should conform to 'human 
values, ethics, and morality'; 'should be based on the premise of safeguarding societal security and 
respecting human rights'; should 'eliminate bias and discrimination in the process of data 
acquisition, algorithm design, technology development, product R&D, and application'; and should 
'respect and protect personal privacy'.28 

Other countries and organisations in the world 
Canada has already adopted a number of guiding principles governing the use of AI in the 
administration and public services. Public institutions are required to incorporate some ethical 
principles (including privacy and transparency concerns) in their application of AI.29 The 2018 
Directive on Automated Decision-Making for Federal Institutions outlines the responsibilities of 
federal institutions and provides rules to help them assess and mitigate the risks associated with 
deploying an automated decision system. Australia is also well advanced. The Office of the 
Australian Information Commissioner published a Guide to data analytics and the Australian privacy 
principles in 2018 and is working on a national ethics framework to address standards and codes of 

https://www.partnershiponai.org/about/
https://www.acm.org/code-of-ethics
https://www.microsoft.com/en-us/research/group/fate/
https://www.blog.google/technology/ai/ai-principles/
https://www.technologyreview.com/s/613167/tech-companies-must-anticipate-the-looming-risks-as-ai-gets-creative/
https://ainowinstitute.org/
https://ainowinstitute.org/AI_Now_2018_Report.pdf
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-ai-alliance-drafts-self-discipline-joint-pledge/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-ai-alliance-drafts-self-discipline-joint-pledge/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.canada.ca/en/government/system/digital-government/modern-emerging-technologies/responsible-use-ai.html
https://docs.google.com/document/d/1LdciG-UYeokx3U7ZzRng3u4T3IHrBXXk9JddjjueQok/edit
https://www.oaic.gov.au/agencies-and-organisations/guides/guide-to-data-analytics-and-the-australian-privacy-principles
https://www.oaic.gov.au/agencies-and-organisations/guides/guide-to-data-analytics-and-the-australian-privacy-principles
https://www.industry.gov.au/funding-and-incentives/manufacturing/industry-40
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conduct in the field of AI. Preparatory work for establishing an AI ethical framework is also ongoing 
in India, New Zealand, Singapore, South Korea and Japan.30 Some international organisations 
are engaging in setting international rules in the field of ethics and AI. In May 2019, the OECD and 
associated nations adopted a non-binding list of guidelines for the development and use of AI. 

The AlgorithmWatch AI Ethics Guidelines Global Inventory lists all of the ethical frameworks and principles 
being developed across the globe. Recent years have seen a flurry of initiatives from companies, governments, 
NGOs and research bodies to propose ethical rules on AI. The ethical principles laid down in other jurisdictions 
seem relatively similar to those of the EU (though less detailed) and are essentially of a self-regulatory nature, 
even though there is growing demand for more government oversight. 

Outlook 
Policy-makers all over the globe are looking at how to tackle the risks associated with the 
development of AI. In April 2019, the EU published its guidelines on ethics in AI, becoming a front-
runner in the setting up of a framework for AI. Ethical rules on AI, where such exist, are so far 
essentially of a self-regulatory nature, and there is growing demand for more government 
oversight. In the EU, there are strong calls for clarifying the EU guidelines, fostering the adoption of 
ethical standards and adopting legally biding instruments in order to, inter alia, set common rules 
on transparency, set common requirements for fundamental rights impact assessments and 
provide an adequate legal framework for face recognition technology. 
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