Reform of the EU liability regime for online intermediaries

Background on the forthcoming digital services act
The E-commerce Directive, adopted in 2000, aims at harmonising minimum standards of liability for internet (online) intermediaries across the European Union (EU). Under the current EU legal framework, digital or online platforms are not legally responsible for hosting illegal content, but are required to remove such material once it is flagged. However, technologies and business models have evolved in the last 20 years and the EU liability framework struggles to capture liability issues raised by new actors, such as search engines, social networks and online marketplaces. Furthermore, societal challenges have changed the nature and scale of liability, with the development of a range of new harmful online practices, such as the dissemination of terrorist content online, the increasing use of platforms to distribute counterfeit products and the spreading of false or misleading news and online advertisements. The European Commission has pledged to present a new framework to increase and harmonise the responsibilities of online platforms. New EU legislation is expected in the forthcoming digital services act package, and this will set rules on how companies such as Google, Facebook and Twitter will have to police illegal and possibly harmful content online. Against this background, this paper aims to (1) describe the current EU liability regime for online intermediaries set out under the E-commerce Directive; (2) highlight the implementation gaps that have been identified; and (3) present the main proposals for reforming such an online liability regime and the main policy questions that have been discussed so far.
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Executive summary

The E-commerce Directive was adopted in 2000, aimed at harmonising minimum standards of liability for internet (online) intermediaries across the EU. The legislation introduced a ‘safe harbour’ principle, under which online intermediaries who host or transmit content provided by a third party are exempt from liability unless they are aware of the illegality and are not acting adequately to stop it. They are subject to ‘duties of care’ and ‘notice and take down’ obligations to remove illegal online content. Furthermore, under the EU liability regime, online intermediaries cannot be subject to a general obligation to monitor their users’ online content – to protect users’ fundamental rights such as privacy and freedom of expression – while self-regulation has largely been encouraged for removing and disabling access to illegal information.

However, numerous studies have shown that the way the E-commerce Directive has been implemented across the EU varies greatly and that national jurisprudence on online liability today remains very fragmented, while European Court of Justice case law does not provide sufficient guidance. Several gaps have been identified in this respect. First, it remains unclear to what extent the new type of online services, such as social media companies that have appeared since the adoption of the E-commerce Directive, fall within the definition of ‘information society services’ providers that can benefit from the liability exemption. Second, the ‘safe harbour’ conditions and ‘notice-and-take down’ obligations are unclear essentially because the underlying notions which are used to trigger the liability exemption, such as the distinction between ‘passive’ role and ‘active’ and the meaning of ‘illegal activities’, lack a proper definition. There are also considerable differences both with regard to the definition and the functioning of notice-and-take down throughout the EU. Third, it is becoming difficult to differentiate between prohibited ‘general’ content monitoring and acceptable ‘specific’ content monitoring, while automatic filtering mechanisms are increasingly used to detect illegal content.

Against this background, the European Commission is expected to table a proposal to revise the liability regime as part of the forthcoming digital services act. Expert proposals vary from clarifying the current regime of exemption of liabilities to creating a secondary liability regime for online intermediaries. Policy-makers are expected to address a wide range of policy questions. First, an extension of the scope of the EU legislation to encompass both ‘illegal’ and ‘harmful’ content has been proposed and the question of whether ‘online disinformation’ and ‘online advertisements’ should fall under the scope of the revised liability regime has been raised. Second, setting a robust liability framework relies on defining precise concepts and ensuring compliance with EU fundamental rights, especially with freedom of speech and privacy rights. To that end, academia and stakeholders call for substantial revision of the EU framework, to clarify whether new digital services providers, such as social networks, online advertising services, collaborative economy platforms and online marketplaces, could or could not benefit from the safe harbour regime. This entails a need to clarify the difference between ‘active’ and ‘passive’ online intermediaries, to amend and further harmonise the ‘notice and take down’ regimes, to clarify the use of ‘automated filtering’ measures and the need for adequate procedural safeguards. Furthermore, the opportunity to enshrine a ‘Good Samaritan’ clause under EU law, to incentivise online intermediaries to better control the content they host and to include a set of new obligations in the liability regime, as well as to ensure algorithm transparency and neutrality, are discussed. Finally, consideration should be given to the definition of roles and powers granted to digital platform regulators in the EU.
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1. E-commerce Directive liability regime: Background

The key principles of the EU liability regime for online intermediaries are enshrined in the E-commerce Directive\(^1\) adopted in 2000. The directive’s overarching goal was to foster the development of electronic commerce in the European Union (EU). To that end, the Union set up a common legal framework to ensure the free movement of information society services between Member States and ensure legal certainty and consumer confidence in online commerce. The directive therefore aims at approximating national laws in various fields, including with regard to the establishment of service providers in the EU, rules applicable to commercial communications, electronic contracts and the liability of online intermediaries.\(^2\)

1.1. Liability regime: Aim and scope of the directive

The E-commerce Directive provisions on liability were adopted to address the divergences observed in court rulings and national legislation that resulted in legal uncertainty for online service providers in the EU and in creating obstacles for the internal market.\(^3\) The directive aims therefore at defining a set of specific rules under which ‘information society service’ providers – commonly referred to as ‘online intermediaries’ – who host or transmit illegal content provided by a third party are exempt from liabilities when certain conditions are fulfilled. As such, the directive does not provide with a general liability regime for ‘online intermediaries’ but instead carves out specific rules under which those intermediaries are not held liable under EU law (i.e., safe harbour regimes).

The E-commerce Directive liability rules apply to all ‘information society services’, defined as services that are ‘normally’ provided ‘for remuneration’ by ‘electronic means’ upon ‘an individual request of a user’.\(^4\) The notion of ‘information society services’ spans a wide range of online economic activities including selling goods online, offering online information or commercial communications, providing online search tools allowing for search, provision of electronic network and services, video-on-demand or the provision of commercial communications by electronic mail.\(^5\) As a result, a large array of online actors ranging from traditional electronic communications providers (e.g. internet service providers) to new online intermediaries (e.g. search engines, social media companies, software and game and cloud providers), potentially fall under the scope of the E-commerce Directive.

1.2. Safe harbour regimes and horizontal approach

The E-commerce Directive introduces a safe harbour principle, under which three types of online intermediaries who host or transmit content provided by a third party are exempt from liability under certain conditions.

---

\(^1\) See Directive 2000/31/EC.

\(^2\) Only the provisions (i.e. Articles 11 to 15) relating directly to the liability regime will be discussed here. Other issues, including the question of whether or not to maintain the country of origin principle, fall outside the scope of this paper.


\(^5\) See Recital 18 of Directive 2000/31/EC (above). Television and radio broadcasting, video-on-demand and the provision of commercial communications by electronic mail are not information society services.
• **Mere conduit service providers** (Art. 12) are exempt from liability when the service provider is only passively involved in the transmission of data (i.e. interconnection to the internet provided by traditional internet service providers and network operators), and,

• **Caching providers** (Art. 13) are exempt from liability when they temporarily and automatically store data in order to make transmission more efficient (e.g. proxy server) and if several technical conditions for storing the information are met (e.g. local copy identical to original), and,

• **Hosting providers** (Art. 14) are exempt from liability when those companies storing data for their users (e.g. webhosting) do not know that they host illegal activity or information and act expeditiously to remove or disable access to the illegal information.

The E-commerce Directive takes a horizontal approach to the liability of ‘information society service providers’. That means that, when the conditions are fulfilled, the EU legislation exempts the online intermediaries from a wide array of liabilities including contractual liability, administrative liability, tortious (delictual) or extra-contractual liability, penal liability, civil liability or any other type of liability, for all types of activities initiated by third parties, including copyright and trademark infringements, defamation, misleading advertising, unfair commercial practices, unfair competition, publications of illegal content, etc. In so doing, a balance between the different interests at stake (e.g. citizens, creators, right holders) must be struck in designing the liability rules. As a result, the liability rules intend to simultaneously prevent the illegal handling of information on the internet and to ensure the **respect of EU fundamental rights** (e.g. freedom of expression, personal data protection, property rights, freedom to conduct business).

**1.3. Duties of care and notice and take down obligations**

Under the safe harbour regimes, online intermediaries are immune from liability unless they are aware of the illegality and are not acting adequately to stop it. A conceptual distinction between online intermediaries' 'passive' or 'active' role was developed by the Court of Justice of the European Union (CJEU) on the basis of Recital 42 of the E-commerce Directive, which reads:

*The exemptions from liability established in this Directive cover only cases where the activity of the information society service provider is limited to the technical process of operating and giving access to a communication network over which information made available by third parties is transmitted or temporarily stored, for the sole purpose of making the transmission more efficient; this activity is of a mere technical, automatic and passive nature, which implies that the information society service provider has neither knowledge of nor control over the information which is transmitted or stored.*

According to the CJEU case law in *Google France* and in *L'Oreal*, the tolerable level of passiveness depends on the intermediaries' roles.

---


7 Recital 41.

8 For an overview, see Institute for Information Law Study for the European Commission, [Hosting Intermediary Services and Illegal Content Online](https://www.europeancommission.europa.eu/), IViR Report for the European Commission, 2018.

9 See joined cases, *Google France SARL and Google Inc.* v *Louis Vuitton Malletier SA* (C-236/08), *Google France SARL v Viaticum SA and Luteciel SARL* (C-237/08) and *Google France SARL v Centre national de recherche en relations humaines (CNRH)* SARL and Others (C-238/08).

10 See Case C-324/09 *L’Oréal SA and Others v eBay International AG and Others.*
Intermediaries such as ‘mere conduit’ service providers (Article 12) and ‘caching’ providers (Article 13) have mostly a passive role and no or limited knowledge about the user content they convey. ‘Mere conduit’ providers are not liable for the content they convey, as long as they do not initiate the transmission, nor select the receiver or select or modify the information contained in the transmission. ‘Caching’ providers are also not liable for the automatic, intermediate and temporary storage of information they implement to make information transmission more efficient.

To the contrary, ‘hosting providers’ (Article 14) play a more active role, with more control over the content they host. They are therefore subject to more stringent ‘duties of care’ and ‘notice and take down’ obligations. First, hosting providers are not liable when they do not have ‘actual knowledge’ of illegal activity or information and are not aware of facts or circumstances from which the illegal activity or information is apparent. What constitutes ‘illegal activities’ has, however, not been defined precisely in the E-commerce Directive. Second, hosting providers must ‘act expeditiously to remove’ (i.e. take down) or to ‘disable access’ (i.e. block) illegal activity or information of which they have obtained actual knowledge. Hosting service providers can benefit from a liability exemption only if those two conditions are fulfilled. Furthermore, the directive does not affect the possibility for Member States to require service providers who host information to apply duties of care under national law to detect and prevent illegal activities. Intermediaries can be subject to injunctive reliefs (i.e. court orders) when they are found to be in breach of specific pieces of legislation (e.g. copyright law).11

Member States cannot impose a general obligation to monitor when they implement their duty of care obligation (Article 15). Instead, in order to implement ‘duties of care’ and ‘notice and take down’ obligations, the E-commerce Directive asks Member States to encourage voluntary agreements for removing and disabling access to illegal information (Recital 40). Different legal instruments have been set in this regard. Voluntary codes of conduct for internet service providers have been adopted in several Member States (e.g. the Netherlands, United Kingdom (UK)). At EU level, the European Commission concluded a Memorandum of Understanding (MoU) on the sale of counterfeit goods on the internet,12 with major internet platforms and rights holders, to fight intellectual property rights (IPR) infringement. This voluntary agreement aims to prevent offers of counterfeit goods from appearing on online marketplaces. Furthermore, in recent years, the Commission has adopted a number of soft-law instruments encouraging hosting providers to engage in voluntary monitoring, including a Code of Conduct on countering illegal hate speech online,13 the 2017 Communication on Tackling Illegal Content14 and the 2018 Recommendation on Measures to Effectively Tackle Illegal Content Online.15

---

11 See OpenForumEurope, Intermediaries liabilities through the backdoor, 2016, at p 6 and 7.
12 See Memorandum of Understanding on the sale of counterfeit goods via the internet, European Commission, 2016.
13 See The EU Code of conduct on countering illegal hate speech online, European Commission, 2016.
2. Implementation gaps and calls for reform of the E-commerce Directive

Various studies and public consultations demonstrate large variances in the way the E-commerce Directive has been implemented throughout the EU and national jurisprudence on liability regimes remain very fragmented. Academics also point to persisting legal uncertainty regarding the application of existing national norms and conflicting court rulings between Member States and even within the same jurisdiction. Several implementation gaps have been identified in this respect.

2.1. Definition of 'information society service' is unclear

One of the key questions is to what extent the new type of online services that have appeared since the adoption of the directive fall within the definition of an 'information society service' that is the sine qua non condition to benefit from the liability exemption. The case law both at national and European levels shows that divergences persist among Member States in many respects.

While the E-commerce Directive provides that the liability exemption is applicable to services 'normally provided for remuneration', it is unclear if it applies to 'activities sponsored by advertisements', to 'entirely free models' (e.g. Wikipedia) and to 'freemium models' (i.e. when users make free use of a service and only some of them pay some kind of remuneration). In France, the Paris Court of Appeal ruled in favour of the Wikimedia Foundation, defending the Foundation's status as a hosting provider. However, the CJEU found that online publishers of news could be liable for defamatory comments and illegal material published on their website, regardless of whether the content is free or paid for by users, where the platform receives income generated by advertisement.

The national legislation and jurisprudence on liability regimes for hyperlinks and search engines is also very fragmented. A UK court considered hyperlinking to be a mere conduit activity (falling under Art. 12) while a German court considered it to be a form of hosting (falling under Art. 14). Spain and Portugal have extended the liability exemption by law to hyperlinking and as well as search engine activities. It is also open to discussion whether the E-commerce liability exemptions apply to blockchain participants, while the fact that providers providing cloud computing services

---

17 See C. Angelopoulos, Beyond the safe harbours: harmonising substantive intermediary liability for copyright infringement in Europe, Intellectual Property Quarterly, 2013, 3, 253-274. See also I. Garrote Fernandez-Diez, Comparative analysis on national approaches to the liability of internet intermediaries for infringement of copyright and related rights, 2014.
18 For an overview, see S. Stalla-Bourdillon, Internet Intermediaries as Responsible Actors? Why It Is Time to Rethink the E-Commerce Directive as Well, 2017.
19 For example, to get more storage capacity.
21 See Case 291/13 Pappasavvas.
23 Ibid.
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(e.g. Google Drive, Apple iCloud, Dropbox) are sometimes considered as hosting providers, has been criticised.25

Furthermore, several academic studies have highlighted the uncertainties surrounding the application of the E-commerce Directive to social media companies and collaborative platforms.26 The CJEU has recently ruled in different ways on the question of whether the service provided by Airbnb and Google must be classified as an 'information society service'. In its 2017 Uber case,27 the CJEU decided that Uber does not classify as an 'information society service' subject to the liability rules in the E-commerce Directive but rather as a 'service in the field of transport'. In Airbnb Ireland,28 however, the Court held that the services provided by Airbnb Ireland (consisting of connecting, via an online platform, potential guests with hosts offering accommodation to rent) fall within the definition of an 'information society service'. Following the Court's reasoning, the classification as an 'information society service' depended on the degree of control that the platform had over the service provided. The lesser the degree of control, the greater the likelihood of being classified as an information society service. However, some experts stress that the e-commerce harmonisation regime is incomplete as it leaves the question of liability for collaborative economy intermediary activities to be settled under relevant national legislation.29 In addition, CJEU jurisprudence being complex and case specific, there is a risk that national courts will interpret such jurisprudence in different ways, which could result in legal fragmentation throughout the EU.30

2.2. Safe harbour conditions and notice and take down obligations are unclear

Under the E-commerce Directive, the hosting company has to act 'expeditiously' to remove or to disable access to the unlawful content upon obtaining 'actual knowledge' of 'illegal content or activities'. However several flaws have been identified.

First, the notions underpinning the safe harbours regime lack clarity. There is no definition of what constitutes 'illegal activities' and no definition of 'actual knowledge'. Depending the implementation path chosen in the Member States, online intermediaries are exempted from liability on different grounds (e.g. if they have knowledge of illegal content, through a court order or a notice, or via general awareness). Furthermore the concepts of 'passive' and 'active' role developed by the CJEU and the reasoning of the Court as regards the requirements of 'control' and 'awareness', lacks clarity.31


27 See Case C-434/15.

28 See Case C-390/18.

29 See Institute for Information Law Study for the European Commission, Hosting intermediary services and illegal content online, 2018, at p 30-31. For an overview of the case law see A. Hoffmann and A. Gasparotti, Liability for illegal content online: Weaknesses of the EU legal framework and possible plans of the EU Commission to address them in a "Digital Services Act", CEP study, March 2020.

30 See A. Hoffmann and A. Gasparotti, above.

Second, there are considerable differences both with regard to the definition and the functioning of notice-and-takedown throughout the EU. With regard to the definition of notice and take down mechanisms, Member States have set up different systems including a 'notice and take down' system (i.e. the illegal content must be removed), a 'notice and stay down' system (i.e. the illegal content must be removed and cannot be re-uploaded), or a 'notice and notice system' (i.e. a system in which the hosting provider is only supposed to forward the notification of infringement to the alleged infringer). Some Member States have set no notice and take down mechanisms. This heterogeneity of models across the EU leads to great legal uncertainty for internet intermediaries.32

With regard to the implementation of notice and take down mechanisms, some Member States require a formal procedure and official notification by judicial authorities, while others only require notification from the right-holder to assume the service provider has 'knowledge' of the illegal content. Also, there is no common understanding of what comprises 'expeditious' action to remove or to disable access to the illegal information. As a result, the timeframe for intervention varies greatly, for instance under the EU Code of Conduct on countering illegal hate speech online, which requires action by the platform in less than 24 hours after being notified, whereas the Dutch notice and take down Code of Conduct mentions the need for such an action within 5 working days following notification, provided the content is not manifestly unlawful or punishable.33

Furthermore, the E-commerce Directive does not harmonise the procedural safeguards and only a few Member States have implemented counter notice procedures enabling the customers to challenge a request to take down allegedly illegal material.34

2.3. Duty of care regime and prohibition on general monitoring are unclear

Article 15 of the E-commerce Directive prohibits Member States from imposing on online intermediaries a general obligation to monitor information that they transmit or store. However, the prohibition refers solely to monitoring of a general nature and does not concern monitoring obligations in a specific case. In fact, in line with national legislation, national courts can impose injunctions on online intermediaries in order to prevent particular infringements (e.g. for instance to enable plaintiffs to enforce their copyright).35 This requires a certain degree of monitoring. However, since the directive does not specify what the duty of care obligations envisaged in national laws to detect and prevent illegal activities entail, the boundary between duties of care and general monitoring is not clear and differentiating 'general' monitoring from 'specific' monitoring obligation is problematic.36

The lack of legal certainty concerning monitoring of online content is reinforced by the fact that large online platforms often have automated filtering systems. These measures are implemented based on Recital 40 of the E-commerce Directive, which states that the liability rules do not prevent the development and operation of technical systems of protection and identification and of technical surveillance instruments made possible by digital technology. However, the question as

32 See I. Garrote Fernandez-Diez, above.
33 See Institute for Information Law Study for the European Commission, above.
35 Ibid.
to whether such proactive measures by online intermediaries to detect and remove illegal content may result in conducting a general monitoring is unlawful under the E-commerce Directive has been discussed (See Box 1 below).

**Box 1 – CJEU case law on general monitoring**

In *Scarlet v SABAM* (2011)\(^{37}\) and in *SABAM v Netlog* (2012),\(^{38}\) the CJEU ruled that requiring an internet service provider (such as Scarlet, which transmits information over communication networks), or an online social network (such as Netlog, which stores information provided by the users on its servers), to carry out general monitoring and install filtering systems to prevent copyright infringements is illegal pursuant to 15(1) of the E-commerce Directive. However, the judgments do not preclude national judges from imposing narrower filter obligations. In *UPC Telekabel Wien* (2014),\(^{39}\) the CJEU ruled that, based on a court injunction, an internet service provider could block its customers’ access to a website that places materials in breach of copyright law.

The CJEU case law requires that a balance is struck between the preventive measures imposed on technical intermediaries and the applicable fundamental rights that would be affected.\(^{40}\) National courts must therefore carefully consider fundamental rights and proportionality before any monitoring, filtering or blocking order is made. The companies’ freedom to conduct business and the users’ right to privacy and the freedom of information must be ensured. However, the CJEU case law is not clear where the balance should lie between the rights of internet users, internet service providers and rights holders.\(^{41}\)

In the recent *Eva Glawischnig-Piesczek v Facebook Ireland* case (2019),\(^{42}\) the ECJ was asked to clarify the scope of the obligations that might be imposed on a host provider under the E-commerce Directive. The Court ruled that a social network platform operator, such as Facebook, could be ordered to find and delete comments identical to an illegal defamatory comment, as well as equivalent comments from the same user. According to some experts, this ruling opens the door to obligations being imposed on platforms to proactively monitor content.\(^{43}\) Furthermore, it has been stressed that such an approach would be difficult to implement in practice without also entailing a general monitoring obligation to be performed by the online intermediary.\(^{44}\)

---

### 3. Revision of the EU liability regime for online intermediaries

#### 3.1. Context of the forthcoming digital services act

The European Commission has conducted various assessments of the E-commerce Directive since 2010, with a view to investigating the necessity for its amendment. In a first phase, the European

---

\(^{37}\) See Case C-70/10.

\(^{38}\) See Case C-360/10.

\(^{39}\) See Case C-314/12.

\(^{40}\) See P. Laurent and others, *SABAM v Netlog (CJEU C 360/10) … as expected!* Kluwer Copyright Blog, 2012.


\(^{42}\) See Case C-18/18.


\(^{44}\) See E. Rosati, *Material, personal and geographic scope of online intermediaries’ removal obligations beyond Glawischnig-Piesczek (C-18/18) and defamation*, European Intellectual Property Review, 2019, 41(11), 672-682. See also the case-law before the European Court of Human Rights (ECtHR). The Court delivered its *MTE and Index.hu* judgment, concerning the liability of online intermediaries for user comments considered to be hate speech, in 2016.
Commission focused its efforts on developing a harmonised framework for EU 'notice-and-action' procedures.45 Then, in its 2012 Communication, A coherent framework to build trust in the digital single market for e-commerce and online services, the Commission acknowledged that despite the guarantees offered by the E-commerce Directive, intermediary internet service providers were facing legal uncertainty given the fragmentation of the applicable rules in the EU. The Commission advocated, however, maintaining the liability regime under the E-Commerce Directive while encouraging self-regulatory efforts by platforms.47

The European Parliament called for clarity on the liability of online intermediaries, given the flaws in enforcement and called for new guidance to enable online platforms to better comply with their responsibilities.48 However, instead of launching a revision of the E-commerce Directive, the Commission made the choice to carve out targeted instruments to address specific forms of illegal online content instead. As a result, in recent years, sector-specific legislation has been passed to increase the obligations of online intermediaries to fight sexual abuse online,49 copyright infringement in the context of user generated content uploaded on large platforms50 and tackle hate speech and violence in the content provided by video-sharing platform providers,51 while a new regulation on preventing the dissemination of terrorist content online is still being discussed.52

Under the new leadership of President von der Leyen, the European Commission finally committed to upgrading the Union's liability and safety rules for digital platforms, services and products, with a new digital services act (DSA).53 The new Commission work programme announced that a draft of the DSA and clearer rules on the transparency, behaviour and accountability of online intermediaries who act as gatekeepers to information and data flows will be released in the fourth quarter of 2020, or early 2021.54

3.2. Proposals for reform: Theoretical framework

The E-commerce Directive as it currently stands does not harmonise the conditions for holding intermediaries liable, but instead only the conditions for exempting online intermediaries from liability. Given the gaps identified in section 2 above, academics and experts have discussed extensively how to reform the liability regime. Proposals vary from clarifying the current regime of exemption of liabilities to creating secondary liabilities for online intermediaries. The different scenarios require different types of intervention, ranging from strengthening self-regulation to co-regulation and from a limited harmonisation of substantive law to a more comprehensive harmonisation of substantive law. Some of the most recent proposals are listed below:

---

47 The European Commission adopted a Recommendation on measures to effectively tackle illegal content online (C(2018) 1177 final) and supported the development of the EU Code of Practice on Disinformation on 1 March 2018.
48 See European Parliament resolution of 15 June 2017 on online platforms and the digital single market, 2016/2276(INI).
49 See Directive 2011/93/EU on combating the sexual abuse and sexual exploitation of children.
52 See COM(2018) 640 final. The text has been adopted by Parliament and is now awaiting its first reading by the Council.
53 See Ursula von der Leyen, A Union that strives for more – My Agenda for Europe, 2019. See also the mission letter to Margrethe Vestager and mission letter to Thierry Breton, European Commission, 2019.
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- Helberg and others\textsuperscript{55} have proposed setting up a framework of \textit{cooperative responsibility for online platforms}. This would require defining the essential public values at play in particular economic and societal activities and develop, through a multi-stakeholder process, commonly agreed regulations, codes of conduct, terms of use and technologies (e.g. 'by design').

- Smet and Angelopoulous\textsuperscript{56} suggest moving away from the traditional horizontal approach of the EU’s safe harbour regime, towards a more \textit{vertical approach} to online liabilities, under which distinct actions would be tailored to diverse wrongdoings, e.g. notice-and-notice for copyright, notice-wait-and-takedown for defamation and notice-and-takedown and notice-and-suspension for hate speech.

- Satore\textsuperscript{57} argues that there is a need to introduce \textit{EU rules on secondary liability} (i.e., liability for the illegal activities of their users), covering all kinds of illegal activities that are enabled by the intermediaries. According to his conclusions, the exemption from secondary liability should cover all main intermediaries, including search engines and collaborative platforms as well ‘active’ intermediaries, as long as their engagement with the activities of their users pertains to their intermediation service. Furthermore, the scope of the duty of care obligation should be specified for different kinds of user activities (e.g. expressive communications between users, the sending of advertisements, economic exchanges, the distribution of malicious software, etc.).

- To the contrary, a study for the European Parliament\textsuperscript{58} suggests there is no pressing need for reform of the E-commerce Directive because its provisions are sufficiently flexible to adopt to new business models, which also make them generally future proof. According to the study prepared for the Parliament, ECJ case law will answer the remaining open legal questions still open, and instead proposes a \textit{sector-specific approach} for setting the liability rules applicable to online intermediaries.

- De Streel, Buiten and Peitz\textsuperscript{59} favour, as a first best option, carving out a \textit{negligence-based system} based on an economic analysis of liability rules. Accordingly, the duty of care of the providers of hosting services could be determined on the basis of a set of general criteria (e.g. instruments available to prevent harm, social costs of precautionary measures, the type and the extent of the harm, the social benefits that the activities of online hosting platforms provide to society, etc.), and differentiated according to the type of illegal material. However, given the political and legal difficulties raised by the harmonisation of national liabilities rules, they instead recommend an approach clarifying hosting providers’ liability conditions at EU level. Overall, EU rules should incentivise intermediaries and users to detect illegality, while minimising the risks and the costs of errors and safeguarding a balance between the different human rights at stake.


\textsuperscript{56} See C. Angelopoulos and S. Smet, \textit{Notice-and-fair-balance: how to reach a compromise between fundamental rights in European intermediary liability}, \textit{Journal of Media Law}, 2016. Going further towards full harmonisation, Angelopoulos also proposed the adoption of a European Civil Code or a European Tort Code replacing national contracts and tort law, which will provide a harmonised legal basis for addressing the internet intermediaries’ liability. Nevertheless, this option, requiring a full harmonisation of substantive law, seems unlikely to come about given the fact that it would also raise sensitive issues of subsidiarity and proportionality (see C.J. Angelopoulos, \textit{European intermediary liability in copyright: A tort-based analysis}, Institute for Information Law, 2016).


\textsuperscript{59} See A. de Streel, M. Buiten, M. Peitz, \textit{Liability of Online Hosting Platforms – should exceptionalism end?}, CERRE, 2018.
3.3. Proposals for reform: Policy questions

Independently of the chosen approach, EU policy-makers will have to address a range of questions, some of which are listed below:

3.3.1. Scope of the liability regime

One of the fundamental questions policy-makers are facing is how to define the scope of a revised liability regime. Several issues would need to be considered, in particular, the opportunity to address both ‘illegal’ and ‘harmful’ content, dis- and misinformation (‘fake news’) and online advertisements under the revised liability regime for online intermediaries.

i. Illegal and potentially harmful content

The current liability regime addresses only ‘illegal content’, but as highlighted above, the E-commerce Directive does not provide a precise definition of this notion. ‘Illegal content’ arguably encompasses a large variety of content categories that are not compliant with EU and national legislation, including on online violations of copyright, trademark and trade secrets; counterfeiting and unauthorised parallel distribution via the internet; on consumer protection violations, privacy, libel and defamation law violations; data protection violations; hate speech and incitement to violence (e.g. terrorism content); and child sexual abuse material and disclosure of private sexual images without consent (‘revenge porn’).

In contrast, potentially ‘harmful content’ refers to content which often does not strictly fall under the prohibition of a law, but might nevertheless have harmful effects. A wide range of content potentially falls into this category including harassment arising from social media and messaging services such as bullying, publication of information covered by freedom of speech but which could have a detrimental impact and disinformation content, mis- or disinformation (‘fake news’) that may hamper the ability of citizens to take informed decisions.

Harmful content (which is not illegal) does not fall under the E-commerce Directive liability regime so far. However, the EU has recently adopted a range of self-regulatory measures to better control online platform behaviour, in particular the disinformation phenomenon prompted by the use of social media (see below). Furthermore, the EU has attempted to address specific harmful content by way of targeted legislation such as the proposed regulation on preventing the dissemination of terrorist content online that is being discussed by EU legislators that carves out a mandatory duty of care obligation for all platforms to ensure they are not misused for online dissemination of terrorist content.

In the context of the reform of the E-commerce Directive, some academics stress that the current policy approach in the European Union should shift from intermediary liability to intermediary responsibility and support a liability regime for online intermediaries addressing both ‘illegal’ and

---

60 In addition, the interplay of the liability regimes with other EU rules will need to be considered, including consumer protection, data protection and competition rules.

61 Other issues will need to be addressed. For an in-depths analysis see A. Hoffmann and A. Gasparotti, above. They call in particular for assessment of the need to extend the scope of the liability rules to service providers established in a third country.

62 See Institute for Information Law Study for the European Commission, above.

63 See A. Hoffmann and A. Gasparotti, above. See the proposed taxonomy by L. Woods and W. Perrin, Online harm reduction – a statutory duty of care and regulator, Carnegie Trust UK, 2019.

64 The text has been adopted by Parliament and is now awaiting its first reading by the Council.
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'harmful' content. In this way, some national law-makers are considering differentiating what action is expected from online providers in response to illegal content and activity from action expected from them to tackle potentially harmful conduct that may not be illegal, such as online bullying or intimidation in public life. Such an approach is also favoured by large online platforms, who have called for the adoption of a two-fold EU framework that would clearly distinguish between the principles of responsibility and liability.

However, a difficult point is that this approach requires distinguishing what is 'illegal content' online from content which is 'harmful' but not illegal, while the concept of 'harmful' is subjective, depends greatly on context and can vary considerably between Member States. Furthermore, fundamental rights defenders argue that introducing rules to address online harmful content into EU law would have grave consequences for freedom of expression, freedom to seek information, and other fundamental rights and therefore seek to strictly limit the scope of the digital services act to illegal content. Setting a robust framework and ensuring legal certainty will rest on defining precise concepts that comply with EU fundamental rights principles.

ii. Disinformation and 'fake news'

The EU has so far supported a self-regulatory approach to fight the disinformation phenomenon and the spread of 'fake news' online. The European Commission supported the development of the EU Code of Practice on disinformation which has been signed voluntarily by leading platforms such as Facebook, Google, Microsoft, Mozilla or Twitter, which submitted to transparent self-regulation. However, despite their efforts, the ability of the online platforms to contain the spread of misleading information, for instance in the context of the coronavirus pandemic, has been questioned. As a result, some are calling to reassess the current self-regulatory framework.

In addition, at national level, several Members States have already designed specific national legislation to strengthen compliance rules for social network providers. In Germany, the 2017 law on improving law enforcement in social networks imposes that social networks such as Facebook or Twitter fight unlawful content including hate crime or false messages posted on social network platforms and that they block access to 'manifestly unlawful' content, as well as content that is 'not obviously illegal'. In France, a law on 'fake news' was passed in 2017 and a draft law is under discussion on blocking access to content within 24 hours of receipt of a complaint regarding

65 See L. Woods and W. Perrin, above. In the same way, see also J. Bayer, Between Anarchy and Censorship Public discourse and the duties of social media, May 2019.
68 See EDRi, More responsibility to online platforms – but at what cost?, 19 July 2019.
69 Ibid. EDRi states: ‘While the definition of what is illegal is decided as part of the democratic process in our societies, it is unclear which content should be considered “harmful” and who makes that call. Moreover, the term “harmful” lacks a legal definition, is vague and its meaning often varies depending on the context, time, and people involved. The term should therefore not form the basis for lawful restrictions on freedom of expression under European human rights law.’
70 See EU Code of Practice on Disinformation, European Commission, June 2019.
71 See E. Shattock, Is it time for Europe to reassess internet intermediary liability in light of coronavirus misinformation?, European Law Blog, April 2020. The Instagram social network changed its policy in order to provide its users with credible information on the coronavirus pandemic and expand its efforts to remove potentially harmful misinformation. Nevertheless numerous false and misleading stories have thrived on digital platforms.
72 For an overview see A. Hoffmann and A. Gasparotti above.
73 See Bundesministerium der Justiz und für Verbraucherschutz, Netzwerkdurchsetzungsgesetz, April 2020.
74 See Assemblée Nationale, Proposition de loi visant à lutter contre les contenus haineux sur internet, January 2020.
75 See LOI n°2018-1202 du 22 décembre 2018 relative à la lutte contre la manipulation de l’information.
content reported as ‘patently illegal’. This trend creates a risk of legal fragmentation, while online platforms are de facto providing services on an EU-wide scale.

Against this background, some experts support amendment of the current EU liability regime. One proposal is to define a separate category of service providers in the E-commerce Directive that should not be liable for third-party content and not be obliged to monitor third-party content – since they cannot decide on the legal or illegal quality of content – but should be responsible for administrating their platforms in full respect of a set of specific obligations (e.g. maintain ideologically neutral services, create algorithms fostering and promoting diversity of content, ensure transparency of their algorithms and offer options to users in selecting their settings for content, including diversity and the option to identify and disable fake accounts). In the same way, platform providers could be granted immunity for content in a similar way as for hosting providers and be made responsible for the activities that they actually perform, such as facilitation, dissemination or profiling. Taking account of the changing audiovisual and media ecosystem, some stakeholders strongly support the enactment of new online liability rules proposed under the forthcoming digital services act, for tackling the online disinformation phenomenon properly.

However, the adequacy and effectiveness of imposing hard law content moderation to control disinformation has been met with scepticism. It has been stressed that setting such EU legislation to protect freedom of expression may be premature and potentially detrimental with regard to fundamental rights. Concerns have been expressed that command and control regulation would not achieve meaningful results in the field of ‘fake news’ and that imposing rigid solutions could amount to censorship.

iii. Online advertisement

The related question of whether the spreading of false or misleading online advertisements should fall in the scope of the revised liability regime has also been raised. The possibility to hold platforms liable for abuses of social endorsement mechanisms and require them to take down infringing content could be considered. Other intrusive measures such as requiring platform providers to identify advertisers and enable users to access this information and maintain a searchable repository of political and issue-based advertising targeting persons in the EU has been proposed. Against this background, some policy-makers have called for a revision of EU legislation in order to mandate platforms to actively monitor the advertisements shown on their sites and to establish a different set of rules for advertisements for commercial products and services and advertisements of a political nature. Furthermore, the necessity of requiring online platforms to
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77 See J. Bayer, Between Anarchy and Censorship Public discourse and the duties of social media, CEPS, May 2019.
78 For instance, see Association of Commercial Television in Europe press release, 16 April 2020.
82 See Disinformation and propaganda – impact on the functioning of the rule of law in the EU and its Member States, above.
83 See Draft Opinion of the Committee on the Internal Market and Consumer Protection for the Committee on Legal Affairs with recommendations to the Commission on Digital services act: adapting commercial and civil law rules for commercial
put effective and appropriate safeguards in place to tackle the appearance of advertisements for unsafe products could be further investigated.84

iv. Differentiating liability rules for small and large intermediaries

The current liability rules apply to all information society services regardless of their market status or market power. The possibility to define a set of supplementary obligations imposed on large intermediaries, given their large or significant market status, has been identified.85 The Copyright Directive gives an example of such differentiation of obligations, as it imposes stringent obligations on online service providers whose main purpose is to store and provide public access to a ‘large amount of copyright-protected works’. However, such an approach has been criticised because the notion of ‘large amount’ creates considerable uncertainty, leaving it to the courts to define its scope.86 In addition, any adverse changes to the liability regime – such as increased legal obligations on online intermediaries – could have a handicapping effect on innovation and the activity of online intermediaries.87 The guiding factors in differentiating obligations for small and large intermediaries would therefore need to be based on precise legal concepts and their economic impacts properly assessed.

3.3.2. Clarifying safe harbour conditions

Experts and stakeholders call for revision of the E-commerce Directive primarily to clarify several legal notions which underpin the safe harbour regime and in particular the definition of ‘information society service providers’ and the difference between ‘active’ role and ‘passive’ role. Furthermore, the possibility of imposing algorithm transparency and neutrality in order to grant liability/responsibility immunity for online intermediaries should be assessed.

i. Definition of information society service providers

Because the liability regime potentially applies to a much larger variety of services than was the case at the time of its adoption in 2000, the definition of ‘information society service providers’ would need to be amended to cover new categories of providers whose liability could be triggered.88 A revised definition could clarify whether new digital services providers (such as cloud infrastructures, content distribution network, search engines, social networks and media-sharing platforms, online advertising services, digital services built on electronic contracts and distributed ledgers such as blockchain), or collaborative economy platforms (such as AirBnB and Uber) and online marketplaces (used to provided legal but also illegal and counterfeit products), could or could not benefit from a safe harbour regime.

---

85 See A. Hoffmann and A. Gasparotti above. See also the recent draft opinion of the European Parliament Committee on the Internal Market and Consumer Protection on the digital services act and fundamental rights issues posed (2020/2022(INI)). The text stresses that ‘SMEs and large players have differing capabilities with regard to the moderation of content; warns that overburdening businesses with disproportionate new obligations could further hinder the growth of SMEs and require recourse to automatic filtering tools, which may often lead to the removal of legal content’.
ii. Difference between 'active' and 'passive' roles

The difference between ‘active’ role and ‘passive’ role could be clarified for a range of new activities including distribution and processing of third-party data, networking (i.e. connecting users), collaboration (i.e. allowing multiple users to access and edit stored data), matchmaking (i.e. linking supply and demand), indexation (i.e. searchable index) and ranking services (i.e. ranking mechanisms) under the EU liability regime. Some experts stress that the differentiation of the active/passive role is questionable and complicated for collaborative economy services (such as Airbnb, Uber). They propose alternatively using more appropriate concepts, building on notions such as whether the providers have 'editorial functions', 'actual knowledge' and a 'certain degree of control', which would be more precisely delimited under EU legislation and case law.

Also a shift from today’s merely ex-post control (i.e. imposition of injunction reliefs only once detection of illegal conduct has been established) to a more stringent ex-ante control (i.e. ex-ante monitoring of online content) to better control the digital platforms increasingly acting as ‘digital gatekeepers’ could be considered. The choice between ex-ante and ex-post control will be particularly relevant for framing the policy discussion on algorithm transparency and neutrality.

iii. Algorithm transparency and neutrality

The possibility of imposing a new set of obligations to grant liability/responsibility immunity to online intermediaries over misinformation and/or online advertisements has been discussed (see above). Should the EU legislator choose this path, the question of ensuring algorithm transparency and neutrality will become central.

It has been proposed, inter alia, to oblige platforms to ensure their algorithms do not systematically favour any political, ideological or religious opinion, or give preference to content that is their own or produced by an affiliated company. Furthermore, following the model of the algorithm transparency requirements imposed by the recent regulation on online platform-to-business relationships, online users could be offered more control, such as the possibility to prioritise content that is found to be trustworthy by independent news organisations.

3.3.3. Revisiting the notice and take down regimes

Several proposals have been made to amend the notice and take down regimes implemented in the EU today. Different notice and take down regimes could be set depending on the type of liability at stake, i.e. breach of criminal law (e.g. child sexual abuse) and civil law (e.g. copyright). An alternative proposal is to move from the horizontal approach of the EU’s safe harbour regime, towards a more vertical approach with a calibrated system of notice and action, aiming to achieve viable compromises between conflicting fundamental rights in cases of intermediary liability. Distinct ‘actions’ tailored to diverse wrongdoings, e.g. notice and notice for copyright, notice wait

89 See Institute for Information Law Study for the European Commission, above.
90 See A. Hoffmann and A. Gasparotti, above.
92 See Regulation (EU) 2019/1150 on promoting fairness and transparency for business users of online intermediation services.
93 See J. Bayer and others above.
94 See EDRI response to the Consultation on Clean and Open Internet, 2015.
and take down for defamation and notice and take down and notice and suspension for hate speech.\textsuperscript{95}

However, a pure self-regulation approach has been very much criticised.\textsuperscript{96} The voluntary codes of conduct developed by online intermediaries, either ex-post (i.e. content removal, account termination or personal data disclosure procedures), or ex-ante (i.e. content filtering), raise serious human rights objections and suffer from a 'democratic deficit' since consumer and citizen involvement is limited.\textsuperscript{97} The adoption of a more detailed notice and take down regime – based on the model of the Digital Millennium Copyright Act in the United States of America (USA) – which describes in detail the legal effect of triggering the notice and take down regime and includes procedural rules, could be a more appropriate approach.\textsuperscript{98} Furthermore, it has been stressed that setting up a detailed and harmonised European notice and take down procedure would provide more legal certainty.\textsuperscript{99}

### 3.3.4. Automated filtering measures and general monitoring

The prohibition of a general monitoring obligation under the E-commerce Directive is regarded by most academics and commentators as a cornerstone of the EU online liability regime that must be maintained.\textsuperscript{100} However, while the current policy thinking in the EU is shifting from implementing intermediary liability to fostering intermediary responsibility, the principle prohibiting general monitoring is de facto being challenged\textsuperscript{101} by the use of automated filtering technologies.

**Content recognition tools** such as Rights Manager (Facebook) and Content ID (YouTube) already play a major role in copyright protection (See Box 2).\textsuperscript{102} Such automated measures have been enshrined or proposed in several pieces of legislation. Article 17 of the 2019 EU Copyright Directive places great emphasis on the adoption of such automatic filtering systems and such large platform automatic filters will likely become the new industry standard.\textsuperscript{103} The proposed regulation on terrorist content also specified that hosting service providers must, where appropriate, take proactive measures to protect their services against the dissemination of terrorist content, including by deploying automated detection tools.\textsuperscript{104}

---

\textsuperscript{95} See C. Angelopoulos and S. Smet, above.

\textsuperscript{96} See See B Hugenholtz, Codes of Conduct and Copyright Enforcement in Cyberspace, in Copyright Enforcement and the Internet (ed. Stamatoudi), Kluwer Law International, 2010.

\textsuperscript{97} See Ibid.

\textsuperscript{98} See report from OpenForumEurope, Intermediaries liabilities through the backdoor, 2016. See also C. Del Federico above. See also the draft report from the European Parliament Committee on Legal Affairs with recommendations to the Commission on a Digital Services Act, 2020/2019(INL). The draft report proposes to set a harmonised standard procedure for content moderation to follow throughout the Union.

\textsuperscript{99} See A. de Streel, M. Buiten, M. Peitz, above.

\textsuperscript{100} See A. Kuczerawy, To Monitor or Not to Monitor? The Uncertain Future of Article 15 of the E-Commerce Directive, KU Leuven CITIP, 2019.

\textsuperscript{101} Internet filters are content-control software that restrict or control the content an internet user can access, and determine what content will be available or be blocked. The filters’ function is to recognise certain content, and then automatically delete it if required.

\textsuperscript{102} See French High Council for Literary and artistic property, Report by the research mission on recognition tools for copyright-protected content on digital platforms, JIPITEC – Journal of Intellectual Property, Information Technology and E-Commerce Law: 2016. Google is reporting that 98 % of its copyright disputes are processed using Content ID, while only 2 % use the notice and take down procedure.


\textsuperscript{104} See Article 6(1).
Against this background, the question of mandating that online intermediaries use automated filtering technologies to establish illegal or harmful content will likely become a focus of the discussion on the revision of the E-commerce Directive.

### Box 2 – YouTube’s Content ID filtering

Video clip is processed and compared to Content ID database

- **Match = No**
  - No Policy is applied to user video

- **Match = Yes**
  - Video is **claimed** by the Partner, uploader is notified, and **match policy** is applied

**Policy = “Monetize” or “Track”**
- User video is monetized with ads or claimed and tracked

**Policy = “Block”**
- User video is blocked (not viewable on YouTube)

Source: Google.

However, such measures present significant drawbacks, including a lack of transparency concerning how the technologies work, a lack of adequate procedural safeguards and a risk of over-enforcement, with online providers being more likely to apply an algorithm that takes down too much, rather than too little, content.\(^{105}\) Opponents stress above all that filtering algorithms make too many mistakes (i.e., false-positives), because they do not understand context, political activism, or satire, and require human review to prevent fundamental rights violations and discrimination.\(^{106}\)

Furthermore, experts warn that provision fostering the use of upload filters such as that enshrined in the Copyright Directive may indirectly result in general monitoring unless appropriate safeguards are provided.\(^{107}\) A pending ECJ case may provide some guidance in this respect (see Box 3 below). However, for greater legal certainty, the digital services act could also define precisely when the use of the automated measures should be imposed as a legal obligation for platforms, as well as the associated procedural safeguards and options for judicial redress.\(^{108}\)

---


108 See, for instance, Access Now, *26 recommendations on content governance*, 2020. This organisation, which defends the digital rights of users, stresses that the use of automated measures should be accepted only in limited cases of manifestly illegal content that is not context-dependant (e.g. sexual abuse against minors).
Box 3 – Filtering systems and Article 11 of the Charter of Fundamental Rights of the European Union

Article 11 (Freedom of expression and information) of the Charter of Fundamental Rights of the European Union\(^\text{109}\) provides that 'everyone has the right to freedom of expression', including 'freedom to hold opinions and to receive and impart information and ideas without interference by public authority and regardless of frontiers' and that 'the freedom and pluralism of the media shall be respected'.

According to the European Court of Justice (ECJ) \(\text{Scarlet Extended}\^{\text{110}}\) and \(\text{Netlog}\^{\text{111}}\) judgments, an order to implement filtering systems that remove legal content may violate the freedom of information pursuant to Article 11 of the EU Charter.

In a pending case, Poland is challenging the legality of Article 17 of the Copyright Directive in the ECJ, on the grounds that the provisions imposing upload filters are contrary to Article 11 of the Charter of Fundamental Rights of the European Union, as they de facto impose upon intermediaries that they automatically filter user uploads on their platforms.\(^\text{112}\)

3.3.5. Introduction of a 'Good Samaritan' clause

The 'Good Samaritan paradox' refers to the fact that a hosting intermediary would be disincentivised from taking precautions against infringement for fear of losing safe harbour protection.\(^\text{113}\) In other words, the prohibition on playing an active role as a hosting provider may lead hosting providers to avoid making all necessary efforts to assess whether the content they host is illegal in order precisely to avoid being considered as playing an active role.

There is controversy as to whether or not the E-Commerce Directive does contain a 'Good Samaritan' clause – based on the model of the USA Communications Decency Act\(^\text{114}\) – that protects online providers from civil liability in case voluntary screening or blocking measures are not efficient in completely restricting access to or availability of offensive content. In its 2017 Communication on tackling illegal content,\(^\text{115}\) the European Commission stresses that hosting providers falling under Article 14 of the E-commerce Directive will not be punished if they take proactive steps to detect, remove or disable access to illegal content (i.e. 'Good Samaritan' actions). However, it has been stressed that the European Commission interpretation is somewhat confusing and misleading because online intermediaries in the EU cannot benefit from the liability exemption if they fail to remove the illegal content at stake.\(^\text{116}\) In the same way, a 2018 study stresses that, in the absence of a 'Good Samaritan' defence, hosting intermediaries are exposed to a higher risk of liability if they decide to be more active in addressing illegal content proactively.\(^\text{117}\)

To remedy this shortcoming, there are calls to explicitly include a ‘good Samaritan’ clause in the EU legislative framework. A specific provision could make clear that measures taken in line with Article

\(^{109}\) Charter of Fundamental Rights of the European Union, 2000/C 364/01.

\(^{110}\) Case C-70/10.

\(^{111}\) C-360/10.

\(^{112}\) See Case C-401/19.


\(^{114}\) See United States Congress, Communications Decency Act of 1995.

\(^{115}\) See COM(2017) 555 final.

\(^{116}\) See A. Kuczerawy, The EU Commission on voluntary monitoring: Good Samaritan 2.0 or Good Samaritan 0.5?, KU Leuven CiTiP, 2018.

\(^{117}\) See Institute for Information Law Study for the European Commission, above.
13(1) should not deprive the intermediary from safe harbour protection. Introducing such a clause in EU law could reassure intermediaries that they will not be held liable for hosting illegal material of which they obtained knowledge through their voluntary, proactive monitoring efforts and may also avoid underinvestment by online intermediaries in setting proper mechanisms to find illegal material. Internet providers and large platforms support the adoption of a 'Good Samaritan clause' that extends protection from liability in cases where internet intermediaries have actual knowledge of allegedly illicit content when they apply in good faith procedures designed to tackle such content.

However, critics stress that such an amendment to Article 14 of the E-commerce Directive does not seem to be justified, since the case law shows that the courts do not hold platforms using Good Samaritan mechanisms to be liable. For instance, courts have not considered that the use of YouTube's Content ID led to YouTube playing an active role in the provision of its users' content. Such 'Good Samaritan' protection also presents some disadvantages, including the fact that it could encourage excessive take downs on the intermediary's own initiative.

3.3.6. Roles and powers of regulators

The need to ensure appropriate regulatory oversight of online intermediaries in the EU has been raised. Addressing the enforcement issues and institutional design are however uncharted territory, since the E-commerce Directive does not touch upon those issues. Harmonisation, or at the very least, approximation of national institutional and procedural rules would be useful to set up a more efficient common liability online regime applicable across the EU.

The creation of new structures for regulating digital platforms (i.e. central regulator, decentralised system, extension of the powers of existing regulatory authorities) and the definition of roles and powers granted to digital platform regulators (e.g. powers to require additional information, complaint handling, power to impose fines or other corrective action, approval of codes of conduct), could be assessed in the context of the digital services act. Setting up an EU regulatory body leading the supervision has been proposed, to ensure oversight and enforcement of the new rules, in particular in complex cross-border situations where it is difficult to implement and enforce rules in an effective manner.

---


119 See A. de Streel, M. Buiten, M. Peitz, above. See also Institute for Information Law Study for the European Commission, above.


122 See A. Kuczerawy, The EU Commission on voluntary monitoring: Good Samaritan 2.0 or Good Samaritan 0.5?, KU Leuven CITIP, 2018.

123 See A. Hoffmann and A. Gasparotti above.

124 See A. Hoffmann and A. Gasparotti above.

4. Outlook

There are strong arguments today for reforming the EU liability regime for online intermediaries. Several implementation gaps have been identified. Persisting legal uncertainty regarding the application of existing norms and conflicting court rulings have been highlighted. Technologies and business models have evolved in the last 20 years and the EU framework struggles to capture liability issues raised by new actors such as search engines, social networks or online marketplaces, while the European Court of Justice case law does not provide sufficient guidance. Furthermore, societal challenges have changed the nature and scale of the issue, with the development of a range of new harmful online practices such as the dissemination of terrorist content online, the increasing use of platforms to distribute counterfeit products and the spreading of false or misleading news and online advertisements. Against this background, there seems to be considerable support from academics, stakeholders and policy-makers for reform of the current EU liability regime. However, there is also strong disagreement on the way forward and on how to adapt the EU rules to the new digital environment. Different types of policy intervention, including strengthening self-regulation, fostering co-regulation and promoting a limited harmonisation of substantive law or a more comprehensive harmonisation of substantive law, will need to be addressed in the discussions of the forthcoming digital services act. A question which seems central to the debate is whether it is necessary to extend the scope of the EU legislation to encompass both 'illegal' and 'harmful' content – arguably including even 'online disinformation' and 'online advertisement'. The potential benefits of the policy intervention must be weighed against the risks for fundamental rights.
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The European Union is expected to revise the liability regime for online intermediaries in the forthcoming digital services act. This publication describes the current liability regime set out under the 2000 E-commerce Directive, highlights the implementation gaps that have been identified, and presents the main proposals for reform that have been discussed so far. Technology has evolved in the last 20 years and new societal challenges, such as the increasing use of platforms to access and distribute products, services and information have arisen. As a result, policy-makers will have to address a range of questions, including the extension of the scope of the liability regime and the revision of the liability exemption conditions.