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Executive summary

The currently ubiquitous online mis- and disinformation poses serious threats to society, democracy, and business. This study first defines the technological, legal, societal, and ethical dimensions of this phenomenon and argues strongly in favour of adopting the terms misinformation, disinformation, and malinformation instead of the ill-defined “fake news”.

Next, it discusses how social platforms, search engines, online advertising, and computer algorithms enable and facilitate the creation and spread of online misinformation. It also presents current understanding in why people believe false narratives, what motivates their sharing, and how they impact offline behaviour (e.g. voting).

Drawing on existing literature, the study also summarises state-of-the-art technological approaches to fighting online misinformation. It follows the AMI conceptual framework (Agent, Message, Interpreter), which considers the origin(s) and the impact of online disinformation alongside the veracity of individual messages.

This is complemented by a brief overview of self-regulation, co-regulation, and classic regulatory responses, as currently adopted by social platforms and EU countries. User privacy and access to data for independent scientific studies and development of effective technology solutions are also discussed. In addition, the study summarises civil society and other citizen-oriented approaches (e.g. media literacy).

We have included a roadmap of initiatives from key stakeholders in Europe and beyond, spanning the technological, legal, and social dimensions. It is complemented by three in-depth case studies on the utility of automated technology in detecting, analysing, and containing online disinformation.

The study concludes with the provision of policy options and makes reference to the stakeholders best placed to act upon these at national and European level. These include support for research and innovation on technological responses; improving transparency and accountability of platforms and political actors over content shared online; strengthening media and improving journalism standards; supporting a multi-stakeholder approach, involving also civil society.
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1. Problem Definition and Scope

The past few years have heralded the age of ubiquitous mis- and disinformation - often referred to as fake news - which poses serious questions over the role of social media and the internet in modern democratic societies. Topics and examples abound, ranging from the UK “Brexit” referendum and the 2016 US presidential election to medical misinformation (e.g. miraculous cancer cures). While the strong presence of state-backed disinformation campaigns during the recent US, French, and Italian elections has now been established (Faris et al, 2017; Storyful, 2017; Allcott & Gentzkow, 2017), a complete understanding of their true reach and impact on voter behaviour and election outcomes is still lacking. This has led the EU High Level Expert Group (HLEG) on fake news and disinformation (Bunning, 2018) to conclude that: “Special attention should be paid to the threat represented by disinformation aimed at undermining the integrity of elections (local, national or EU elections).”

Moreover, the corrosive effect of online disinformation is much wider reaching than elections alone. Recent research reported on by the UK Royal Economic Society (RES, 2018) found that social media bots are influencing stock market performance, based on a study of more than 49 million tweets mentioning the names of 55 large FTSE100 companies. The findings also suggest that small investors are more likely to fall victim to bot tweets. Other targets have included women (e.g. the investigative journalist – Jessikka Aro and prominent female journalists and political leaders (RSF, 2018).

Therefore, online disinformation and propaganda have not only a societal and personal cost, but also can lead to significant economic losses. Forbes reported (Rapozza, 2018) that in $130 billion in stock value was lost when the Associated Press (AP) Twitter account was hacked and a post was made claiming there was an “explosion” that injured Barack Obama. Although stock prices recovered, this points to how disinformation on social media can impact high-frequency trading algorithms that rely on text to make investment calls. Similarly, the French construction company Vinci became a target in 2016 of a false press release (Agnew, 2016) which caused share price to go down by 19% (a loss of more than 6 billion euro) before recovering by close of trading.

Researchers have also started encountering the so called misinfodemics, where health-related misinformation is facilitating the spread of diseases such as Ebola and measles. (Gyenes & Mina, 2018).

“We know that memes—whether about cute animals or health-related misinformation—spread like viruses: mutating, shifting, and adapting rapidly until one idea finds an optimal form and spreads quickly. What we have yet to develop are effective ways to identify, test, and vaccinate against these misinfo-memes. One of the great challenges ahead is identifying a memetic theory of disease that takes into account how digital virality and its surprising, unexpected spread can in turn have real-world public-health effects.”

Source: (Gyenes & Mina, 2018)

The reasons behind the sudden and ubiquitous rise in online mis- and disinformation are complex and lie at the intersection of:

1. **Online propaganda and for-profit disinformation sites**: State-backed (e.g. Russia Today), ideology-driven (e.g. misogynistic or Islamophobic), or for-profit clickbait websites and social media accounts are all engaged in spreading misinformation, often with the intent to deepen social division and/or influence key political
outcomes. However, they should not be regarded as the sole source of online disinformation 1.

2 Post-truth politics, where politicians, parties and governments frame key political issues in propaganda, instead of facts. Misleading claims are repeated, even when proven untrue by media or independent fact checkers. This has a highly corrosive effect on public trust.

3 Partisan media: Today’s highly competitive online media landscape has resulted in poorer quality journalism and worsening opinion diversity, with misinformation, bias and factual inaccuracies routinely creeping in. Many outlets also resort to highly partisan reporting of key political events, which, when amplified through social media echo chambers, can have acrimonious and divisive effects (Moore & Ramsay, 2017).

4 Polarised crowds: As more citizens turned to online sources as their primary source of news, the social media platforms and their advertising and content recommendation algorithms have enabled the creation of partisan camps and polarised crowds, characterised by flame wars and biased content sharing, which in turn, reinforces their prior beliefs (typically referred to as confirmation bias).

5 Technological affordances of advertising algorithms and social platforms: technologies such as search engine optimisation, personalised social feeds, and micro-targeted advertising have been used widely to promote, spread, and monetise online misinformation and propaganda. Other contributing factors are anonymity of advertisers, lack of algorithmic transparency, and lack of oversight on third-party use of users private data.

1.1. Public Perception of the Problem

Now let us first examine how ubiquitous are mis- and disinformation online and to what extent citizens feel affected by the phenomenon and capable of identifying unreliable information online.

Firstly, both scientists and journalists have now gathered wide-ranging, well documented evidence that online misinformation and disinformation affect all social media platforms and mobile applications, with the key ones being Twitter, Facebook, YouTube, Reddit, 4Chan/8Chan, WhatsApp, Discord, Telegram, etc. This is supported by the findings of the public consultation on fake news and online disinformation 2 that 74% of the respondents encountered such unreliable content primarily through social media and messaging apps. This aspect will be discussed further in section 2.

The agents behind the disinformation campaigns are diverse and include for-profit fake news sites, hyper-partisan sites, alt-right/alt-left communities, states (e.g. Russian or Chinese propaganda), politicians/parties, media organisations, fake think tanks, and sometimes individuals.

Moreover, online mis- and disinformation are used increasingly to manipulate public opinion, increase societal, religious, and cultural divisions, and influence elections.

This trend is accelerating fast, with the number of countries affected by organised social media manipulation rising from 28 in 2017 to 48 in 2018 (Bradshaw & Howard 2017; Bradshaw & Howard, 2018). These studies found evidence of political parties and candidates spreading disinformation through social media platforms, with the intent to manipulate voter opinions and thus influence election outcomes. Fake social media accounts, trolls, and bots are also used to artificially inflate popularity of certain content (e.g. make some hashtags trend on Twitter), promote extremist opinions, or distort conversations.

---

Amongst the 48 countries included in the 2018 study (Bradshaw & Howard, 2018), eight are from the European Union: Austria, the Czech Republic, Germany, Hungary, Italy, Netherlands, Poland and the United Kingdom. The actors involved in social media manipulation vary from country to country and include government organisations (CZ, DE, HU, and UK), parties and politicians (AT, CZ, DE, IT, NE, PL, UK), and private contractors (AT, PL, UK). The most widely used social media manipulation strategies use fake accounts and bots (AT, DE, HU, IT, NE, PL, UK), primarily to carry out attacks on the opposition, post distracting messages, or engage in trolling and harassment. This is achieved not only through posting replies or comments, but also through the creation of new content such as fake videos, blogs, memes, or websites. The study also observed an “increasing use of paid advertisements and search engine optimization on a widening array of Internet platforms”.

A 2018 Eurobarometer survey (Eurobarometer, 2018) of over 26,000 EU citizens in the 28 EU member states found that over 83% considered online disinformation a threat to democracy, with consistent results across member states. At least half of the respondents also said that they encounter online disinformation and “fake news” at least once a week, with the highest number of reports (between 73% and 78%) coming from Spain, Hungary, Croatia, Poland, France, Greece, and Slovakia.

The Eurobarometer findings are in line with those of the public consultation on fake news and online disinformation (EC public consultation, 2018) where around 70% of respondents reported encountering online disinformation daily or weekly, with a further 12.5% - monthly. This consultation attracted responses from 2,784 individuals and 202 legal organisations and journalists, with most replies from Belgium, France, the United Kingdom, Italy and Spain, and high participation in Lithuania, Slovakia and Romania. The consultation findings are complementary to the Eurobarometer citizen survey, as the former involved a wide range of legal entities, including private
news media companies, civil society organisations, the online platforms themselves, research and academia, and national and local public authorities.

The 2018 Eurobarometer study also asked citizens who are the actors that should be responsible for stopping the spread of online disinformation, with 45% naming journalists, 39% national authorities, and 36% the press and media (Eurobarometer, 2018). Interestingly, only just over a quarter of respondents (26%) named online social networks as having to be made responsible for stopping "fake news". These findings contrast to those of the Reuters News Institute (Newman et al., 2018), who reported in their own 2018 survey that: “Most respondents believe that publishers (75%) and platforms (71%) have the biggest responsibility to fix problems of fake and unreliable news.” This is attributed to respondents being primarily concerned in this case with biased or inaccurate news from the mainstream media, as there is a potential lack of public awareness of the existence of other harmful kinds and sources of mis- and disinformation and their negative impact on democracy and society.

The recent ‘Yellow Jackets’ crisis in France highlighted (mis)information practices around demonstrations and social protesters. While there are concerns around social media manipulations, on-site interviews conducted by journalists from Franceinfo³ highlighted the distrust protesters had towards traditional media organisations.

An onsite interview from Le Monde⁴ also highlighted certain lack of media literacy regarding online platforms, with citizens not differentiating clearly between news editors and social media platforms, as well as equating social platforms and the internet:

“It is not nice to spread false information because this is not why we pay for newspapers (…) Facebook and the Internet are the same, we pay for it every month, we should have real information on it.”

1.2. Definitions and Conceptual Frameworks

This report argues strongly in favour of adopting the terms misinformation, disinformation, and malinformation instead of the more ill-defined “fake news”. This section defines each of these terms and introduces the First Draft information disorder recent theoretical frameworks (Wardle, 2017), which describes them in more detail. First, however, let us present the rationale behind this choice.

1.2.1. Terminology

The term “fake news” is increasingly regarded as inadequate both by scientists as it is too nebulous and imprecise. For instance, a recent study of thirty four academic papers (Tandoc et al, 2017) concluded that “fake news” encompasses a wide range of phenomena: news satire, news parody, fabrication, manipulation, advertising, and propaganda. Moreover, “fake news” is misleading, as it is also increasingly used by politicians “to describe news organisations whose coverage they find disagreeable. In this way, it’s becoming a mechanism by which the powerful can clamp down upon, restrict, undermine and circumvent the free press.” (Wardle & Derakhshan, 2017).

The term “fake news” has also been rejected by the High Level Expert Group (HLEG) appointed by the European Commission to advise on fake news and online disinformation (p.10; Buning et al, 2018), as well as the non-profit coalition First Draft News, which is dedicated to improving skills and standards in the reporting and sharing of online information (Wardle, 2017). The UK Parliamentary Inquiry into disinformation and “fake news” makes the following recommendation:

“The term ‘fake news’ is bandied around with no clear idea of what it means, or agreed definition. The term has taken on a variety of meanings, including a description of any statement that is not liked or agreed with by the reader. We recommend that the Government rejects the term ‘fake news’, and instead puts forward an agreed definition of the words ‘misinformation’ and ‘disinformation’. With such a shared definition, and clear guidelines for companies, organisations, and the Government to follow, there will be a shared consistency of meaning across the platforms, which can be used as the basis of regulation and enforcement.”

Similarly, a French report (Jeangène Vilmer et al, 2018) by the French Policy Planning Staff (CAPS) of the Ministry for Europe and Foreign Affairs and the French Institute for Strategic Research (IRSEM) of the Ministry for the Armed Forces argues for “substituting the vague and controversial notion of “fake news” for the more precise term, “information manipulation.” The latter is understood as the intentional and massive dissemination of false or biased news for hostile political purposes.” Therefore, instead of “fake news” we adopt the information disorder theoretical framework (Wardle, 2017; Wardle & Derakshan, 2017), which defines three types of false and/or harmful information:

- **Mis-information**: false information that is shared inadvertently, without meaning to cause harm.
- **Dis-information**: intending to cause harm, by deliberately sharing false information.
- **Mal-information**: genuine information or opinion shared to cause harm, e.g. hate speech, harassment.

---

Others have defined disinformation specifically in the context of elections, as “content deliberately created with the intent to disrupt electoral processes” (Giglietto, Iannelli, Rossi, & Valeriani, 2016). It must be noted, however, that this definition is potentially quite narrow.

Currently the most widely agreed upon definition comes from the High Level Expert Group report: “Disinformation....includes all forms of false, inaccurate, or misleading information designed, presented, and promoted to intentionally cause public harm or profit.” (Buning et al, 2018). In the context of online disinformation, this is typically amplified through social media and other online platforms.

It must also be noted that, in practice, it is often hard to distinguish mis- from dis-information, as the intention of the information source or amplifier may not be easily discernible, not only by algorithms, but also by human readers (Jack, 2017; Zubiaga et al, 2016). Therefore, mis- and dis-information are sometimes addressed as if they are interchangeable.

The information disorder framework also discusses a typology of the different kinds of mis- and dis-information that have been found to circulate online (Wardle, 2017):

- Satire or parody: no intention to cause harm but with potential to fool.
- Misleading content: misleading use of information to frame an issue or an individual.
- Imposter content: when genuine sources are impersonated.
- Fabricated content: news content is 100% false, designed to deceive and do harm.
- False connection: when headlines, visuals or captions do not support the content.
- False context: when genuine content is shared with false contextual information.
- Manipulated content: when genuine information or imagery is manipulated to deceive.

Source: (Wardle & Derakshan, 2017)
Disinformation is also related to propaganda which “...is neutrally defined as a systematic form of purposeful persuasion that attempts to influence the emotions, attitudes, opinions, and actions of specified target audiences for ideological, political or commercial purposes through the controlled transmission of one-sided messages (which may or may not be factual) via mass and direct media channels.” (Nelson 1996: p232-233)

Deceitful propaganda techniques (e.g., selective use of facts, unfair persuasion, appeal to fear), however, are employed much more widely, e.g. in anti-EU campaigns, post-truth politics, ideology-driven web sites (e.g., misogynistic or Islamophobic), and hyperpartisan media, often with the intent to deepen social division, increase polarisation, influence public opinion, or impact key political outcomes.

1.2.2. Propaganda techniques

What makes online disinformation even more challenging for citizens to identify and protect themselves against, is not just its ubiquitous online presence, but also the way it exploits propaganda techniques around linguistic, cultural, and national differences, to create new social barriers and divisions, as well as causing financial and personal damages.

Not only are disinformation and propaganda campaigns ubiquitous, but they are also cross-border and cross-language, often using different persuasion techniques and sources. For instance, in the UK, anti-immigrant narratives are mainly being pushed through foreign sources close to the US alt-right. At the same time, in France, pro-Kremlin disinformation communities have focused on protests and in Italy - on Nigerian immigration.

---

5 Post-truth was the word of 2016 by Oxford Dictionaries, defined as “relating to or denoting circumstances in which objective facts are less influential in shaping public opinion than appeals to emotion and personal belief”.

---
Key propaganda persuasion techniques employed in making online disinformation more credible include (Faris et al, 2017):

- **Ad hominem** – statements attacking the opponent, rather than their argument.
- **Ad nauseam** – constant repetition of a slogan or an idea, to make it mainstream and accepted.
- **Cherry-picking** – facts and opinions are unequally represented.
- **Appeal to authority** – citing of prominent figures or sources, sometimes out of context.
- **Appeal to fear, anger, or prejudice** – building support through fear, anger, prejudice, or stereotyping.
- **Deception** – deceptive/misleading presentation of facts or viewpoints.
- **Humour** – used to discredit democratic values or politicians; involves structural manipulation of message content (NATO StratCom COE, 2017).

The rationale behind employing propaganda techniques in online disinformation campaigns is to enhance the credibility of the message. It must be emphasized that the credibility of a claim/content (i.e. message) is separate from its veracity, since the former is about subjective perception of whether a claim is credible, whereas verification is about evidence-based, objective assessment.

Likewise, propaganda techniques are employed to enhance the credibility of an information source. For example, false amplifiers such as hyperpartisan media and sock puppets often repackage and/or republish content in an attempt to give it credibility and gain acceptance through familiarity. This can be achieved through retweet and mention patterns between such false amplifiers, e.g. in the 2016 US Presidential Election (Faris et al, 2017). Social scientists (Starbird, 2017), however, have recently discovered the much harder to detect practice of information laundering, where text is reused between sites to give the impression that a large number of independent sources are reporting in different ways on the same “facts”. Section Error! Reference source not found. discusses this in more detail.

Therefore, it is important to include awareness of content and source credibility and propaganda persuasion techniques as part of media literacy initiatives, as well as fund quantitative large-scale studies of their use in disinformation campaigns.

### 1.2.3. Conceptual Framework

In addition, as argued in (Wardle & Derakhshan, 2017) in order to understand online disinformation, its spread, and effects, it is necessary to adopt a more sophisticated conceptual framework, which distinguishes between:

- the **Agents** involved - who are the authors or distributors of disinformation and what is their motivation;
- the **Message** - the false content that is being spread, how it is expressed, and the techniques used to enhance its credibility;
• the **Interpreters** - who are those reading the disinformation and what are its effects on their beliefs and actions.

This report adopts this Agent, Message, Interpreter (AMI) conceptual framework, as it models not only message veracity and formulation, but also emphasizes the importance of understanding the origins of a given disinformation campaign, who are its key propagators, what is the extent of its reach, and whether they have impacted offline behaviour (e.g. voting).

In order to better understand the disinformation cycle, we summarised it in the following diagram. In orange, we can see how disinformation is created and amplified, in blue the efforts that needs to be designed to counter it.
2. Social Platforms and Other Technological Factors Helping the Spread of Online Disinformation

This section will discuss in more depth the socio-technical causes of online disinformation, with focus specifically on the role of algorithms throughout the complete life-cycle. First, we discuss the role of social platforms and web search engines, as the vehicles for creation, publication, and monetisation of online disinformation. Next, we look into amplification strategies, including advertising, bots, and the reasons why some genuine users believe and share misinformation. The section concludes with a discussion of the newly emerging ways in which artificial intelligence and deep learning are being harnessed to produce highly credible online disinformation.


As numerous studies and polls have shown (e.g., Duggan, 2015; Newman, 2011; Ireton & Posetti, 2018; Newman et al., 2018), social platforms (e.g. Facebook, Twitter, Reddit) and web search engines (e.g. Google) are now firmly established as major sources of news and information online for an ever growing number of citizens worldwide.

---

There are differences in the level of adoption by countries and age groups (Newman et al., 2018; Mitchell et al., 2016).
Consequently, billions of users worldwide have become targets of online disinformation and propaganda campaigns through these online platforms and technology.

When it comes to disinformation, the weakness of online sites and social platforms is also their main strength, i.e. the easy way in which their users can create, publish, share, and engage with online content (e.g. express likes, anger, sadness). As shown in Figure 7, the process of writing a false story, adding an image, and sharing it on Facebook is made even simpler through dedicated web sites. A typical strategy is to create a fake headline, coupled with misleading images or videos, to create an emotionally provocative story, which entices social media users to share and click, on platforms like Facebook (Silverman, 2017), Twitter, and WhatsApp (McLaughlin, 2018).

Many successful disinformation campaigns tend to harness the emotional power of videos by posting them first on YouTube (Albright, 2018a) and then sharing the content through Facebook and similar channels. Their reach and impact is then amplified by the platforms’ trending topics algorithms, which frequently promote misinformation (e.g. conspiracy theories) during major events and crises (Lapowski, 2018).

In addition, successful propaganda and disinformation campaigns often leverage a network of websites that post disinformation or distorted, out-of-context news stories, designed specifically to invoke emotional response and online engagement. For example, Figure 8 (Reynolds, 2018) shows some examples from a network of far-right news sites (operated from Eastern Europe), which are then shared and amplified through thirteen related Facebook pages, targeting British Facebook users. As shown by (Reynolds, 2018), this social media strategy is typically extremely successful as, in this case, it attracted over 2.4 million Facebook likes (more than any other UK political page on

---

Facebook), despite the fact that the political group behind them has only around 1,000 members offline.

Following initial scepticism, the social platforms have now accepted the need to contain the spread of online disinformation and started implementing changes to their algorithms. Nevertheless, in 2017 the top fifty “fake stories” as identified by BuzzFeed (Silverman, Lytvynenko, & Pham, 2017) attracted over 23.5 million engagements (i.e. shares, likes, and comments), which is 2 million more than in 2016. One of the earliest measures, which Facebook implemented, for combating online disinformation was to rely on external fact checking organisations, such as Snopes, PolitiFact, and FactCheck.org. However, fact checking on its own is not sufficient, since debunking stories receive significantly less Facebook engagement and spread (just 0.5% for the top 50 stories above). In response, Facebook are now experimenting, amongst other new techniques, with making debunkings more prominent in the News Feed.

Another recent challenge is that disinformation methods are evolving rapidly, moving from one platform to another. Fake content campaigns are often prepared and trialled on less visible platforms such as 4chan or Discord, and then the successful ones are being spread on the
mainstream ones. According to Storyful, a US Irish-born social media news agency, recent use cases like the Parkland shooting in Florida in February 2018, have shown “the importance of understanding fringe social networks” and of corroborating claims and sources manipulation through multiple independent channels (Storyful, 2017). Identifying quickly how, when and why disinformation networks are created on underground networks was key to help quell misinformation before it spreads too widely during the French 2017 Presidential election, according to Benjamin Decker, Head of Research at Storyful.

Journalists and scientists are increasingly having to study disinformation on closed social platforms, i.e. those with end-to-end encryption such as Whatsapp, Telegram, Signal, and Discord. This is particularly difficult, as users are typically communicating anonymously through groups, where membership is heavily controlled. Even though the extent of disinformation spread on these platforms is currently hard to establish, its significant negative impact in terms of physical harm and violence have been documented. For instance, cyber-police in India has estimated that two dozen people have been killed since May 2018, as a result of false rumours spread via WhatsApp (McLaughlin, 2018).

Last but not least, the proliferation of online mis- and disinformation is also affecting web search results, which further hinders users in finding and reading trustworthy online information. For example, as recently as February 2018, Google search suggestions were showing misleading or false information (Albright, 2018) especially in the top one to five suggestions, e.g., feminists are crazy, police are evil, Ferguson was a lie (see Figure 9 for other suggestions), Michael Brown was a thug.

Google has invested significantly in the past couple of years in preventing false content from appearing in its search algorithms through using fact checking and trust indicators (e.g. ClaimReview8 markup), as well as promoting content from more authoritative publishers and direct feedback tools. It is also investing heavily in the Google Digital News Initiative9, which has funded many media-led projects aimed at developing new technologies and tools for content verification and disinformation detection. While definitely being steps in the right direction, these measures are far from being sufficient, since online disinformation campaigns and their orchestrators are continuously evolving in sophistication. This is particularly evident during breaking news events, such as the February 2018 school shooting in Florida, when CNBC reported that Google News searches soon after the event were returning false reports, alongside legitimate content (Salinas, 2018). The problem is not confined to news search, with YouTube’s top trending video on the shooting also being a conspiracy theory (Salinas, 2018). This is due to lack of human oversight over the algorithmically curated trending topics - a problem which is also faced by Facebook and its own trending news section.

8 https://schema.org/ClaimReview
9 https://newsinitiative.withgoogle.com/dnifund/
Next, let us examine the most commonly used mechanisms for creating, promoting, and spreading online disinformation.

### 2.1.1. Fake Profiles and Groups

Social platforms are plagued by fake profiles and groups, which are created to post online disinformation and amplify its spread and perceived importance (e.g. make it trend on Facebook or Twitter). The programming interfaces of Facebook, Twitter, Instagram and other platforms make it possible to do this fully automatically and at scale (Weedon, Nulan & Stamos, 2017). To give just one example, a Macedonian man created and ran in a coordinated fashion over 700 Facebook profiles, spreading online disinformation for monetary gain (Silverman, 2017).

Fake accounts can also be created and purchased to act as fake followers and thus artificially inflate the importance and popularity of genuine accounts (Confessore et al, 2018). At the same time, fake accounts created for other purposes often follow popular genuine accounts, in order to be perceived as credible by the social platform and avoid detection. Affected accounts have included media outlets, e.g. the USA Today Facebook page lost around 9 million followers when the platform detected and suspended a large coordinated network of fake accounts (Silverman, 2017). Politician’s Twitter accounts are another example, with a recent study estimating as many as 60% of Donald Trump’s followers being suspected fake accounts (Campoy, 2018), 43.8% - for Hillary Clinton, and 40.8% for Barack Obama.

Groups, in particular, are playing an increasingly important role in disinformation campaigns. Some are dedicated to astroturfing, i.e. creating artificial appearance of “grass-roots” support (recall the far-right British Facebook pages discussed above) and are initially seeded with fake accounts, before drawing in genuine users. Other fake groups are created to “spread sensationalistic or heavily biased news or headlines, often distorting facts to fit a narrative” (Weedon, Nulan & Stamos, 2017). The credibility of fake Facebook groups can be enhanced through fake verification check marks (Silverman, 2017).

The way in which fake profiles and groups amplify artificially online disinformation is through frequent and coordinated content posting, commenting, sharing, and reactions (e.g. Facebook likes, Twitter favourites) (Weedon, Nulan & Stamos, 2017). Genuine groups can also be flooded with posts and shares from fake accounts, in order to divert the discussion focus and saw dissent.

### 2.1.2. Online Advertising and Clickbait

Online advertising has been used extensively to make revenues for junk news sites, as they receive payments when the adverts are shown alongside the fake content. Owners of such web sites have claimed to earn between $10,000 and $30,000 per month from online advertising. One such example is the CEO of a company called Disinfomedia, which operated a group of such misinformation web sites (Sydell, 2016).

Traffic is driven to these sites from social platforms through a combination of organic clicks attracted by clickbait posts and promoted posts (which themselves could be clickbait in nature).

A clickbait post is designed to provoke emotional response in its readers, e.g. anger, compassion, sadness, and thus stimulate further engagement by following the link to the webpage, which in turn generates ad views and revenues for the website owner. Clickbait typically omits key information about the linked content (Chakrabarti et al, 2017), in order to create a curiosity gap (Loewenstein, 1994) and thus entice users to click. The sensationalist and emotive nature of social media clickbait has been likened to tabloid journalism and found to provide an “alternative public sphere for users drifting away from traditional news” (Chakrabarti et al, 2017). Clickbait tweets have been found to retain their popularity for longer and attract more engagement, as compared to non-clickbait
tweets (Chakrabarti et al, 2017). These characteristics make them highly successful in propagating organically online mis- and disinformation through the social networks of genuine users, as well as being adopted in many highly-viewed adverts.

**Promoted posts** on Facebook and Twitter are marked as advertisements and can be reposted, liked, replied to, etc. as any normal post can. Advertisers are billed by the social platform based on the amount of engagement generated, e.g. likes, shares, clicks and views.

In many cases advertisers can choose which users will see the promoted post, based on information such as geographic location, gender, interests, device type, or other specific characteristics. When adverts are targeted at a very narrow set of users, with very specific profiles, the practice is called **micro-targeting** (see Section 2.1.3).

As users visit web sites and social media platforms, they are willingly or implicitly giving away invaluable **personal information**, e.g. their location, mobile device used, IP address, browsing history, social media engagements (e.g. likes and shares). Their social profiles are also data rich and include further personal data, including birthday, relationship status, family members, workplace, education history, etc. Moreover, users’ online behaviour is continuously tracked through technology such as cookies, tracking scripts and images, display ads, and CSS/HTML code. All this data is what enables the automated profiling of users and the resulting micro-targeted delivery of personalised advertising and/or content.

Platforms try to control what is being promoted by prohibiting adverts for illegal goods and services including drugs; those containing hate speech, abusive content, and violence; or posts containing offensive or inflammatory content. Screening is partly algorithmic and partly based on user reports. The lack of transparency and regulation of online advertising on Google, Facebook, Twitter, and other online platforms has caused very significant concerns lately. Firstly, platforms need to **disrupt the advertising-based monetisation of online disinformation**, as recommended by the EU High Level Expert Group on fake news and online disinformation:

“Platforms should adapt their advertising policies, including adhering to “follow-the-money” principle, whilst preventing incentives that leads to disinformation, such as to discourage the dissemination and amplification of disinformation for profit. These policies must be based on clear, transparent, and non-discriminatory criteria” (HLEG report, 2018)

The second key concern arises especially in relation to **political advertising** and its potential to unfairly influence voters. The issue of election interference through online advertising on these platforms came to the fore following investigations into Russian influence in the 2016 US presidential elections. For instance, Twitter reported that Russia Today and related account promoted just under 2,000 election-related tweets that violated the platform’s advertising policies and thus generated around 53.5 million impression on U.S. based users (Edgett, 2017). Similar Russia-led campaigns were carried out on Facebook, Google, YouTube, and other platforms. Russia, however, is not the only state trying to influence elections, with China being another recent example.

State-sponsored propaganda aside, a 2017-2018 UK Parliamentary Inquiry into disinformation and “fake news” uncovered serious **issues around digital campaigning by political organisations** during the 2016 UK EU membership referendum (DCMS report, 2018). Likewise, there are outstanding questions over the way the Trump presidential campaign used over 5.9 million Facebook adverts to achieve maximum impact and engagement (Frier, 2018).

Consequently, the EU HLEG report (2018), as well as UK and many other European policy makers (DCMS report, 2018) and independent fact checking organisations (FullFact, 2018) have strongly advocated that paid-for political advertising data must be made publicly accessible for search and include information about the advertising organisation, country of origin, and who are the ads targeted at.
In response, Google, Facebook, Twitter, and YouTube have started tightening their advertising policies, as well as implementing automated methods to screen out adverts that violate them. Unfortunately, these algorithms are yet to reach sufficient accuracy, with adverts promoting spam, misinformation, or phishing content still in circulation, e.g. (Silverman, 2018).

Google, Facebook, and Twitter have also started making initial steps towards transparency in online political advertising:

- **Google’s Political Ads database**\(^{10}\) is a public database of US political ads. It shows overview statistics by location (US states), top advertisers, and top keywords. There is also a search interface where adverts can be found by advertiser or candidate, dates it ran, amount spent, number of impressions, and type (text, image, video).

- **Twitter’s Ad Transparency Center**\(^{11}\) currently allows search by Twitter account, which then shows all promoted tweets by that account (if any) in the past seven days and the number of retweets and favourites for each. For US-registered political campaign accounts (e.g. @TheDemocrats) the search returns much more in-depth information, including the organisation behind this account and its spent so far, the age, gender, and location breakdown for all impressions of each political advertising tweet, and also details of the targeted audience. Twitter is also implementing public disclosure of issue ads (e.g. gun control) with exemption currently allowed for certain US-based media organisations. Concerns have been raised, however, that this might also hide from public scrutiny issue-based ads from heavily partisan sites with large online follower count (Romm, 2018).

- **Facebook’s Ad Archive**\(^{12}\) is currently the only one to offer public search over political and issue-based adverts from countries other than the US (currently Brazil and the UK). Ads are archived and accessible for up to seven years - the most comprehensive to date. Figure 10 shows an example advert and the available information about its performance and cost. The location information currently supported is very coarse: England, Wales, Scotland, and Northern Ireland. There is also a programming interface, providing automated access to this information.

---

\(^{10}\) [https://transparencyreport.google.com/political-ads/library](https://transparencyreport.google.com/political-ads/library)

\(^{11}\) [https://ads.twitter.com/transparency](https://ads.twitter.com/transparency)

\(^{12}\) [https://www.facebook.com/ads/archive](https://www.facebook.com/ads/archive)
These three initiatives represent promising first steps towards full online ad transparency. Firstly, they need to be expanded towards all EU countries and beyond and also evaluated independently how well they work in practice, as reports of outstanding problems are beginning to emerge (Lucas, 2018a). Secondly, Google and Twitter need to implement APIs for automated access and analysis. In addition, the duration for which ads are being archived needs to be increased significantly, to match Facebook’s seven year limit. Lastly, some policy makers and independent fact-checking organisations (FullFact, 2018) are advocating the need to go one step further and create a public open data repository, where political adverts are made available by the platforms in a unified machine readable format, including information about ad content, target audience criteria, audience reach and demographics, and amount spent. This is a necessary and important step, as it will provide an independent mechanism for monitoring political advertising across all social platforms.
2.1.3. Micro-Targeting and Third-Party Data Analysis of User Data

Social platforms, such as Facebook, Twitter, LinkedIn, and Pinterest, offer advertisers the option of creating the so called dark ads. These are online adverts that are visible only to the users that are being targeted (e.g. voters in a marginal UK constituency (Cadwalladr, 2017a)). Dark ads do not appear on the advertiser’s timeline or in the feeds of the advertiser’s followers. They have been used during political campaigns to spread misinformation, with the intent of influencing election outcomes. Moreover, due to their highly personalised nature, dark ads can be used to target susceptible users with misinformation which they are likely to believe is correct. As dark ads are hidden from view of other users, misinformation within cannot be discussed or counter-evidence posted by the user’s friends.

Traditional social media ads, e.g. on Facebook, typically specify their target audience in very general way, e.g. age, gender, or areas of interest. Facebook (and other social platforms) also offer much finer-grained ad targeting (referred to as micro-targeting), based, for example, on job titles or demographic data. Facebook also offers the Lookalike tool, where the advertiser provides some seed accounts of the kinds of users being targeted by the ad and then Facebook’s algorithms find similar Facebook users and show them the advert.

Dark adverts are effectively personalised adverts, seen only by their target audience. It is possible for an advertiser to run several micro-targeted ads at the same time, since they will be shown to different audiences. Dark ads are also used to test different versions of a Facebook post (organic or promoted), in order to optimise for engagement. For instance, during the 2016 US presidential campaigns Trump ran 5.9 million ads, to identify and then promote those variants that generated most Facebook engagement (Frier, 2018).

Since micro-targeted ads do not appear on the advertiser’s Facebook page and in the feeds of its followers, they also help advertisers from cultivating a certain public image through their organic posts, while at the same time they can promote their hidden messages through hidden, micro-targeted adverts.
In the context of elections and politics, dark adverts have been employed extensively by political parties and candidates with the purpose of influencing voters. For instance, during the UK EU membership referendum the VoteLeave campaign used dark ads (Cadwalladr, 2018) containing misinformation regarding the weekly cost of Britain’s EU membership and Turkey being set to join the EU (see Figure 11). Similarly, in 2017 the UK Conservative party sought to influence voters in marginal constituencies through micro-targeted ads containing hyperpartisan content (Cadwalladr, 2017b). This led the UK DCMS parliamentary inquiry to recommend that: “There should be a ban on micro-targeted political advertising to lookalikes online, and a minimum limit for the number of voters sent individual political messages should be agreed, at a national level.” (DCMS report, 2018)

Such elaborate voter targeting requires large amounts of fine-grained, personal data to work effectively. Social media profiles contain a wealth of such information, including likes, posts, comments, and profile data. Based on such personal data, researchers have developed algorithms that can infer demographic information about users where that’s missing, including gender, age, location, and political orientation (Rao et al, 2010; Kosinski et al, 2013; Colleoni et al, 2014). Machine learning models have also been developed for the automatic detection of personality traits based on Twitter (Golbeck et al, 2011) or Facebook (Golbeck et al, 2011a; Kosinski et al, 2013) posts and profile information. The methods score users using the so called OCEAN model (Openness, Conscientiousness, Extroversion, Agreeableness, and Neuroticism).

In 2015, the Ted Cruz presidential campaign hired Cambridge Analytica13, which used automatically derived personality models in order to micro-target US voters with personalised campaign messages (Davies, 2015). However, in order to obtain the best results, such models need to be trained on the profile data and posts of tens of thousands of users, for which personality traits are established through psychometric tests. Cambridge Analytica hired a UK-based company (Global

13 A detailed write-up of the complex relationships between Cambridge Analytica, SCL, GSR, Aggregate IQ and US and UK politicians and political campaigns is beyond the scope of this report. We refer the interested reader to Chapter 3 of the Interim Report of the UK DCMS inquiry into fake news and disinformation (DCMS report, 2018).
Science Research – GSR) led by Alexandr Kogan, to collect personal Facebook data on millions of US voters and train such personality models (Davies, 2015).

At the time, GSR was able to collect the personal data of millions of US Facebook users, without their consent, thanks to Facebook’s policy of allowing Facebook applications to access personal user information (including that of their network of friends), irrespective of the user’s privacy settings (i.e. even information that was set to private) (Soltani, 2018). Facebook direct messages were also collected, for the users who gave Kogan’s personality quiz access to their Facebook mailbox. The data was then made available to Cambridge Analytica, which was also employed by Donald Trump’s presidential campaign (Kang & Frenkel, 2018). In April 2018, Mark Zuckerberg admitted publicly that up to 87 million users may have been affected by this privacy data breach (Kang & Frenkel, 2018).

However, as early as 2011 Facebook were made aware by the FTC and Irish data protection commissioner that Facebook app developers can access private Facebook user data without consent. Moreover, the FTC also found Facebook’s app review and oversight programme lacking (Soltani, 2018). According to Richard Allan (Facebook Vice President of Policy Solutions), at the time Facebook chose not to act since there was no legal obligation and there was no precedent with abuse of private user data (Allan, 2018).

The Facebook app associated with Cambridge Analytica and GSR is not the only Facebook app to obtain personal user data without express consent. Despite Facebook making changes in 2014 to its app privacy policies (Facebook, 2014) to prevent such occurrences, the New York Times reported that device makers (Apple, Samsung, and numerous of others) had access to Facebook data from user profiles and friend networks without express user consent, some as late as 2018 (Dance et al, 2018). This demonstrates why a purely self-regulation approach to user privacy and advertising transparency is ineffective in practice.

In addition to the privacy concerns raised by unauthorised access to Facebook profile data by third-party apps, there are also other related important privacy concerns:

- **The models derived from personal data of millions of users are as, if not more, important than the raw data itself, as demonstrated by the reluctance of Cambridge Analytica to delete these throughout the 2016 US elections and beyond.**

- **Non-user data**: Facebook stores also some data about people who are not Facebook users (Allan, 2018). These include information, such as email addresses, uploaded by Facebook users for their contacts. There is also data collected from visits to web sites that host Facebook plugins. Belgium has flagged this as a privacy invasion case, which is still ongoing (Allen, 2018).

- **Data sharing between WhatsApp and Facebook**: Following the acquisition of WhatsApp by Facebook, concerns have been raised on privacy implications of data sharing between the two social apps and GDPR compliance (Denham, 2018).

As a result, the issue of ensuring effective personal data protection on social platforms has now emerged as a priority for national governments and policy makers worldwide. It is also an area where the benefit of international cooperation is becoming recognised, with the UK Information Commissioner recently stating that “we must have the tools to work together, to collaborate and co-operate, because this is truly a global issue. That is a strong recommendation.” (Denham, 2018)

---


16 https://www.theguardian.com/uk-news/2018/may/06/cambridge-analytica-kept-facebook-data-models-through-us-election
She then also went on to add: “The message I heard from Facebook this morning was that unless there is a legal order compelling a change in their business model and their practice, they are not going to do it.”

In conclusion, it must also be noted that due to these recently uncovered data-driven campaign practices, political parties and candidates also need to respect privacy laws, give people control over how their information is used, and be made accountable, in much the same way as social media platforms (Denham, 2018).

2.2. Genuine Amplifiers: Online News Consumption Habits, Confirmation Bias, and Polarisation

Recent research established that the main amplifiers behind viral misinformation and propaganda are human users (Vosoughi et al, 2018). The key questions then are why do people fall for online misinformation, what motivates them to share it, and what is the impact of online misinformation on their offline behaviour (e.g. does it affect their voting in elections).

Due to the recent nature of large-scale online misinformation “wildfires”, answers to these key questions are currently incomplete and, in some cases, somewhat contradictory. This has motivated policy makers and independent experts to recommend that governments need to invest into further research on these topics (HLEG report, 2018; DCMS report, 2018; NED, 2018), including not just data science approaches, but also ethnographic studies (NED, 2018).

Nevertheless, key concepts and current findings are presented here, as they are necessary for the understanding of existing socio-technical approaches to fighting online misinformation.

People’s exposure to online misinformation has grown thanks to their use of the internet and social platforms as their news source (Ofcom, 2018; Messing & Westwood, 2014). In the UK, for example, 84% of young adults under 24 and 73% of adults from ethnic minority groups get their news from online and social sources. People often orient towards and read content and new sources which are aligned with their political and other views - a practice referred to as confirmation bias. Moreover, an individual’s online news and information sharing and commenting behaviour is influenced by the behaviour of their online social connections, as they tend to be usually like-minded people - referred to as homophily.

Taken together, confirmation bias and homophily lead to the creation of online echo chambers (Quattrociocchi et al. 2016), where people are exposed to and share with their connections predominantly information conforming to their pre-existing beliefs and thus lack exposure to diverse or opposing perspectives and opinions (Garrett, 2013). According to the latest study by Gallup and the Knight Foundation17, people generally share information that they trust and do so primarily for social or personal reasons.

Unsurprisingly, therefore researchers have found that “social networks and search engines are associated with an increase in the mean ideological distance between individuals” (Flaxman et al, 2018), i.e. lead to polarisation. These findings hold not only for the online US political landscape, but also for other countries, e.g. Turkey and Russia (Kelly & François, 2018).

Experimental research has also shown that when polarised online communities are exposed to misinformation which conforms to their preferred narratives, it is believed and shared (Quattrociocchi et al. 2016). Consequently, when such users and communities are exposed to

debunks or opposing opinions, these either have little effect or strengthen their pre-existing beliefs and misconceptions.

There are also concerns over the role of the platform’s automatic content recommendation algorithms in creating so called filter bubbles, as they tend to promote posts that are similar to those liked or shared by the user. A Facebook study of 10 million US users (Bakshy et al, 2015), however, has reported that algorithms play a smaller role in limiting user exposure to opposing views and more diverse content, than did the users’ own homophily and echo chamber conformance.

Another contributing factor to the viral spread of misinformation by genuine users (as opposed to bots and fake accounts) is information overload and the limited attention that users have (Qiu et al, 2017), when they engage with social media feeds on mobile devices.

The extent to which confirmation bias, online echo chambers, filter bubbles, and (mis)information overload impact online and offline user behaviour and beliefs is still being studied. As already discussed, many researchers consider these phenomena as limiting exposure to diverse information and opinions. Others, however, have argued that there is sufficient diversity in the users’ social networks thanks to diversity in real-world connections (Bakshy et al, 2015) and that this diversity ensures that users are still exposed to some opposing viewpoints. Given the importance of social endorsements and this diversity in social ties, researchers (Messing & Westwood, 2014) have also argued that these can reduce the dominance of partisan selective exposure. Other recent research (Shore et al, In press) has shown that the average user tends to share links to more moderate news content. These findings, however, do not contradict previous research on echo chambers and polarisation, since (Shore et al, In press) have also found evidence of the existence of a number of highly popular and very active users who “do exhibit cross-sectional evidence of polarization and are responsible for the majority of tweets received overall due to their popularity and activity”.

The social platforms are also aware of this problem and have started experimenting with changing their algorithms to reduce the impact of misinformation and polarising content. Facebook, for example, will be prioritising content from friends and family over articles from the News Feed (Bickert, 2018). Twitter is also taking steps to expose its users to opposing political views (Bail, 2018) in order to try reducing polarisation. As with debunks, however, there are concerns that it may actually have the opposite effect of entrenching hyperpartisan views (Bail, 2018).

Therefore, the question still remains open as to what is the best strategy to reduce people’s susceptibility to misinformation and the likelihood of its amplification through organic sharing. Strategic communications researchers (Pamment et al, 2018) have argued for presenting corrective information in ways that consider how and why the false story seemed credible. What are the audience’s dispositions? Who do/don’t they trust? What aspects of the truth are they least/most likely to resist? Question the frame, not just the content.” Such an audience-sensitive approach also means that instead of simply presenting the truth or opposing views, it may be more productive to encourage debate and critical reflection instead (Harford, 2018; Pamment et al, 2018), facilitated by real-life social connections (e.g. friends, colleagues) (Harford, 2018).

2.3. Fake Amplifiers: Social Bots, Cyborgs, and Trolls

Social bots are programs “capable of automating tasks such as retweets, likes, and followers. They are used to disseminate disinformation on a massive scale, but also to launch cyber-attacks against media organizations and to intimidate and harass journalists.” (RSF, 2018)

A political bot is a social bot designed to promote political content. Political bots have been used to try and influence democratic elections and referenda in countries worldwide, including the US
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(most notably in the 2016 presidential elections), the UK (the 2016 EU membership referendum), France (the 2017 French general election), and Russia (in 2012).

Sockpuppets are fake accounts that pretend to be ordinary human users and aim to connect to and influence real social network users. Sockpuppets are typically human controlled, but can also employ some automation, in which case they are referred to as cyborgs. Politically oriented sockpuppets, especially those controlled by governments or affiliated organisations are known as trolls.

Social bots, cyborgs, and trolls have all been employed as fake amplifiers in online misinformation and propaganda campaigns (Gorwa & Guilbeault, 2018). In Mexico, for instance, it is estimated that 18% of Twitter traffic is generated by bots (RSF, 2018), which flood the platform with manipulated content thus making high quality information hard to find. Automated accounts and trolls also engage in astroturfing - a propaganda technique which “creates the illusion of a spontaneous, popular movement on the internet started by a fake grassroots organization.” (RSF, 2018).

Another kind of false amplification is the use of fake followers to inflate artificially the perceived influence of a social media account. A recent New York Times investigation (Confessore et al, 2018) has uncovered companies that sell fake social media followers and retweets. Devumi, for example, was shown to operate 3.5 million fake accounts, which were used to generate over 200 million fake followers. The investigation also uncovered evidence of social media identity theft, where names, photos and personal details of real social media users were used to create more authentic-looking fake accounts. The problem is not confined to Twitter, with Facebook also acknowledging that up to 60 million automated accounts may exist on its platform (Confessore et al, 2018). The business model of artificial amplification and its use by governments, politicians, celebrities, businesses, and many other kinds of social media users are due to the attention-centric nature of social platforms, where quantity (e.g. number of followers, post engagements) is more important than quality.

Fake accounts can also follow high profile social accounts, in an attempt to gain credibility, attract attention, and motivate them to engage with and repost their content. For instance, (Campoy, 2018) have reported that over 60% of the 55 million followers of Donald Trump’s Twitter account are fake. Moreover, Russia-linked political bots not only amplified heavily his messages in the run up to the 2016 presidential elections (De Vynck & Wang, 2018), but Trump himself has sometimes retweeted and replied to fake accounts (Bertrand, 2017).

Another example of artificial amplification and attempts to skew democratic processes are fake comments on government consultations or phantom signatures on online petitions. For example, a Wall Street Journal investigation uncovered a large number of fake comments on federal regulations on controversial issues, such as net neutrality (Grimaldi & Overberg, 2017). Estimates vary as to the number of fake comments on net neutrality alone, with some putting it at hundreds of thousands, while others - at 1.3 million (Kao, 2017).

As demonstrated here, the scale and ubiquity of artificial amplification are such that urgent measures need to be taken by platforms, policy makers, researchers, journalists, and civil organisations. These are discussed in detail in section 3.2.

2.4. Artificial Intelligence, Synthetic Media, and “Deepfakes”

In the past several years, advances in artificial intelligence and the availability of affordable high performance computing have led to the emergence of synthetic (i.e. computer-generated) images, audio, and video. The so called “deepfakes”, in particular, are synthetic videos and images generated using deep neural network models, which “look and sound like a real person saying something that that person has never said.” (Lucas, 2018)
“Deepfakes” can potentially cause significant harm, as they look credible; are harder for citizens to verify; and can give the impression, e.g. that a politician has said or done something that they did not. Pornography-oriented deepfakes are also offensive to the target and can be used as part of online abuse campaigns, e.g. against journalists.

Until this technology came into existence, generating even simple synthetic media content required significant expertise and effort. Since off-the-shelf, easy-to-use tools for the creation of deep fakes have become widely available, they have been used to perform face swapping in images and video, lip-syncing, speech modification, or image alterations (Hui, 2018).

For example, FaceSwap 18 (and now to a lesser degree FakeApp, as it is no longer so easily available for download) have been used to swap in the faces of celebrities (e.g. Gal Gadot19) or other targeted women (Curtis, 2018) in porn videos, or put famous actors in movies they never played (e.g. Nicolas Cage20). Another example is a video of President Obama who is lip-synced to an actor (see Figure 12). Adobe has recently unveiled Voco21 - an application that allows an audio recording to be altered with words that were never spoken by the person, who was recorded even though they sound as if they did. Deepfake face-swap has recently become even easier thanks to Aphrodite.ai22, which requires only a desktop/laptop computer, web camera, and a modern web browser to run. The heavy computation is carried out using cloud computing.

Social platforms, and Reddit in particular, have helped accelerate the pace of deepfake creation by hosting online communities that exchange know-how, code, and the resulting deepfakes themselves. The original r/Deepfakes subreddit that gave rise to the FaceSwap repository has been banned by Reddit for violating their terms of service. However, another related community is r/SFWdeepfakes23, which as of 16 Nov 2018 had 3,200 subscribers.

The ability to generate highly believable synthetic media poses important legal challenges (e.g. are deepfakes illegal, who owns the copyright, is this parody), which are yet to be addressed (Ellis, 2018; Beres&Gilmer, 2018). Even if deepfakes are legal, there are ethical aspects that have to be considered, including lack of consent and private-only use (Zucconi, 2018). Audio manipulation

---

18 https://github.com/deepfakes/faceswap
20 https://www.youtube.com/watch?v=ExB3dhTn0IU
21 https://www.bbc.co.uk/news/technology-37899902
22 http://www.aphrodite.ai - created by a Hong Kong based company
23 https://www.reddit.com/r/SFWdeepfakes/
software like Adobe Voco could also pose cybersecurity risks, e.g. in cases where people being identified from their voiceprint.\footnote{https://www.bbc.co.uk/news/technology-37899902}

Researchers and technology companies have also been working on tools and AI algorithms for detecting synthetically generated content. So far these have been successful at detecting existing fakes, thanks to some of their imperfections. For instance, the GIF-hosting platform Gfycat is using a combination of face recognition and AI-based video matching to identify deepfake content (Matsakis, 2018). While technology can help in some cases, social platforms need to take responsibility to prevent and remove synthetic pornographic content in an efficient and transparent manner (Curtis, 2018).

Journalists and media also need to have robust processes in place for identifying deepfake video footage, in order to ensure high quality news reporting. Recently the Wall Street Journal started training its journalists to recognise deepfakes via a combination of methods, including examining the source who shared it, the way it was obtained, the image and video metadata for evidence of tampering (e.g. via the InVID plugin, see section 7.1), slowing down and examining the footage for unnatural movement and fuzziness, blurriness compared to the non-facial areas of the video, change of skin tone near the edge of the face, etc.

While fairly easy to detect at present, synthetic media is evolving rapidly and becoming more believable and harder to detect automatically or by humans, due to new developments in deep learning that allow the face swap algorithm to learn from an AI-based detection algorithm. This has led to journalists, researchers, and policy makers becoming increasingly concerned that synthetic media will soon become the latest, and possibly the most dangerous, weapon in the arsenal of viral online disinformation campaigns.

The recent success and wide reach of spreading misinformation through political memes (e.g. some of them published by Russian trolls (Tunikova, 2018)) has demonstrated that misinformation in images is extremely successful at going viral (Ng, 2018), while being significantly harder to detect by automatic means or by fact-checkers. Compared to memes, misinformation in deepfakes can be even more damaging, as videos can be even more believable and subversive.

At the same time, humans have been shown to struggle distinguishing between real and fake videos (Rössler et al, 2018) at present, which has led also to calls for media literacy training (Witness & First Draft, 2018), as “shared learning on how to detect synthetic media that brings together existing practices from manual and automatic forensics analysis with human rights, Open Source Intelligence (OSINT) and journalistic Practitioners.”

Ultimately, the biggest threat from deepfakes is that they can undermine further public trust in news media and politicians, as well as spread virally highly believable misinformation. In other words, the existence of believable deepfakes can make it hard to prove that “something real is real” (Witness & First Draft, 2018). To help combat this, Witness and First Draft recommend significant foundational research and development of techniques to “track authenticity, integrity, provenance and digital edits of images, audio and video from capture to sharing to ongoing use.”

2.5. Outlook

This section introduced the socio-technical enablers and actors of online disinformation campaigns, as they are currently understood. Over the past few years, the tools and methods used to spread
online propaganda and disinformation have become more and more sophisticated, and now often span multiple social platforms, types of content (text, images, videos), and types of amplifiers.

This makes effective detection and response particularly challenging, since “the public manifestations of communication do not tell the full story of the intent and the coordinated efforts behind those communications.” (Storyful, 2017)

Moreover, as can be seen from the rapid emergence and improvement in quality of deepfakes, cutting edge technology can quickly be harnessed into producing a new generation of online dis- and malinformation. This applies not only to the creation of more sophisticated types of fake content, but also to its more efficient artificial amplification. In particular, disinformation bots can soon become more believable too, thanks to rapidly improving AI chatbot technology.

These evolving technological complexity and effectiveness will bring about new ethical, legal, and societal challenges, which in turn will require new policy discussions and socio-technical solutions to online propaganda and disinformation campaigns to be developed continuously. Next we will discuss the state-of-the-art in these areas.
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3. Technological approaches to fighting disinformation

This section focuses on algorithms and technology tools for (semi-)automated detection of online disinformation campaigns. All modalities of disinformation are considered: text, images, and videos. The complete lifecycle of disinformation detection and analysis is addressed: content and source validity analysis; organic and artificial network spread; measuring impact on citizen beliefs and actions; and debunking methods.

As discussed in Section 1, there are seven types of mis- and disinformation: satire/parody; misleading content, imposter content, fabricated content, false connection, false context, and manipulated content (Wardle, 2017). Amongst these, state-of-the-art verification tools and methods largely focus on identifying manipulated content. Detection of satire, imposter, and fabricated content have also been studied, in particular hoaxes, fake news, and conspiracy theories. For instance, recent computational research on disinformation detection in Wikipedia (Kumar et al., 2016) showed that some hoaxes remained undetected for long periods and were widely cited across the web. They also showed that humans were significantly worse at detecting hoax articles than the machine learning algorithm. Researchers have also studied network-based visualisations of claim and misinformation spread, e.g. the Hoaxy system (Shao & al, 2016).

Following the AMI model (Agent, Message, Interpreter), described in section 1, studies and technology needs go beyond individual pieces of content (i.e. the message), and consider the actors and the impact of disinformation campaigns on their recipients. Initially this was addressed by journalists and political science researchers at the micro level, who focused on specific disinformation campaigns. For instance, the Donbass conflict in Ukraine exemplifies how information warfare can exploit multiple media to spread propaganda in conflict zones, especially through Russian state TV (Khaldarova & Pantti, 2016). The 2016 United States presidential elections showed the importance of disinformation campaigns on democratic processes, while also highlighting the difficulty in providing accurate assessment of their impact on voting behaviour (Allcott & Gentzkow, 2017). Even in the so-called “swing states” - states that played a deciding role in the result of the elections - where misinformation and fake news was most shared, an impact assessment has been difficult to produce (Howard, Kollanyi, Bradshaw & Neudert, 2018).

The majority of academic research is focused on methods for macro-level analysis. Broadly speaking, we can identify three classes of approaches. The first set of approaches focused on investigating the role of echo chambers - questioning the influence of social media platforms and online news sites and their influence in creating partisanship echo chambers. For instance, the role of misinformation content in generating homogenous and polarised echo chambers (Del Vicario et al., 2016), as well as the role of confirmation bias (Quattrociocchi, Scala & Sunstein, 2016), have been demonstrated on Facebook. The influence of recently created alt-right media in the Republican partisanship echo chambers in the US has also been analysed, with Democrat echo chambers relying more on mainstream media and traditional networks like CNN (Faris et al., 2017).

The second strand of research focused on detecting fake amplifiers of false narratives. The role of automated or semi-automated accounts (bots) in amplifying false narratives has been demonstrated especially during the US elections and the Brexit referendum (Howard & Kollanyi, 2016; Gorrell et al, 2018). Even though Facebook and Twitter themselves have invested significant effort in identifying and suspending such bot accounts (Pickles, 2018; Bickert, 2018), it is still necessary to have independent researchers and journalists studying these, as there are still cases which are being missed by Twitter and Facebook’s algorithmic approaches (Phillips & Balls, 2017). While the use of disinformation and propaganda techniques in election campaigns is not new, we are still lacking the human skills and the technology needed for analysing the large volumes of
ubiquitous online disinformation, which frequently spans countries, languages, cultures, and online social platforms.

The third strand of work is on combining content analysis with network analysis through the use of semantic tools and machine learning (Conroy, Rubin & Chen, 2015), which highlighted the necessity to have a combined machine/human approach and to fuse different techniques to assess veracity of information.

Once identified, another key challenge is containment of disinformation spread in social networks. Computer science models have focused on identifying the key nodes that need to be “decontaminated” (Nguyen & al. 2012), e.g. using epidemiological models (Tambuscio & al. 2015) or nodes that can be recruited to spread debunking information through the network (Budak & al. 2011). However, most of these models fail to account for the effect of partisan nodes and alternative media, as well as lack empirical validation on real social network data. In addition, recent journalism research has found that exposing victims of disinformation to factual, non-partisan debunking may change their knowledge, but not their beliefs (Swire & al, 2017).

Despite these efforts, there is an urgent need to address these diverse major challenges and develop a new generation of content verification and disinformation analysis tools. This has also been recognised by the pan-European High Level Expert Group (HLEG) on Fake News and Online Disinformation. In particular, their report (Bunning et al, 2018) recommends to “develop tools for empowering users and journalists to tackle disinformation and foster a positive engagement with fast-evolving information technologies”.

The rest of this section goes back to discussing state-of-the-art technology solutions for each of the key disinformation analysis tasks, before concluding with a discussion on ethics, which is often overlooked especially by companies.

3.1. Fact checking and Content Verification

In order to counter subjectivity, post-truth politics, disinformation, and propaganda, many media organisations and non-partisan institutions worldwide have started fact checking initiatives – 114 in total, according to Poynter (Mantzarlis, 2017A). These mostly focus on exposing disinformation in political discourse, but generally aim at encouraging people to pursue accuracy and veracity of information (e.g. Politifact, FullFact.org, Snopes). A study by the American Press Institute (API,2015) has shown that even politically literate consumers benefit from fact-checking as they increase their knowledge of the subject. Independent act checking of claims made by politicians and news is also hugely important, as it can also act as a deterrent to political parties and news media organisations, as well as provide unbiased evidence to policy makers and government organisations as to how objective are politicians and media.

Consequently, fact-checking is regarded by policy makers as a key element of a successful multi-dimensional approach to limiting the spread and influence of online disinformation, e.g. the EU High Level Expert Group on online disinformation (HLEG report, 2018) and the UK DCMS inquiry (DCMS, 2018).
Professional fact checking is a time-consuming process that consists of numerous complex steps (see Figure 14 for details). Therefore, manual fact-checking cannot cover a significant proportion of the claims being propagated via social media channels.

A number of automated fact-checking tools are being developed in response by fact-checking organisations and startup companies, e.g. FullFact\(^{25}\), Duke University’s Reporters Lab\(^{26}\), Factmata\(^{27}\), Chequado\(^{28}\), ContentCheck\(^{29}\). The aim is to assist the human fact-checkers in tasks, such as automatic detection of factual claims made by politicians and other prominent figures in TV transcripts and online news, e.g. Full Fact’s Live tool\(^{30}\), Duke’s Tech&Check which uses Claimbuster (Funke, 2018). Other automation tools offer tracking mentions of already known false claims, e.g. Full Fact’s Trend tool and automatic checking of simple numeric claims against authoritative databases, e.g. Full Fact Live. Due to the subjective and difficult nature of some fact-checks, some tools, e.g. Duke’s Tech & Check also send automatically identified factual claims to independent fact-checking organisations, such as PolitiFact and The Washington Post Fact Checker (Funke, 2018). Complementary to these are efforts like Storyzy\(^{31}\), which is offering a continuously updated

\(^{25}\) https://fullfact.org/
\(^{26}\) https://reporterslab.org/
\(^{27}\) https://factmata.com/
\(^{28}\) https://chequeado.com/
\(^{29}\) ContentCheck https://team.inria.fr/cedar/contentcheck/
\(^{30}\) FullFact’s Live and Trend tools https://fullfact.org/automated: Live was developed originally for English but is now also adapted to Spanish and Portuguese: https://www.poynter.org/news/these-fact-checkers-teamed-across-atlantic-cover-presidential-debate-real-time
\(^{31}\) http://storyzy.com/about
Automated fact-checking methods based on Natural Language Processing (NLP) and Artificial Intelligence (AI) techniques are also being researched. One of the seminal approaches (Vlachos and Riedel, 2015) focused on identifying simple statistical claims (e.g. “the population of UK is 60 million people”) and checking their validity against a structured database. While the accuracy of these methods is improving continuously, thanks to the creation of large datasets of validity-annotated textual claims (Thorne, Vlachos, et al, 2018), it is still considered insufficient for practical use (FullFact, 2016). However, as more and more human-verified claims are shared openly in machine readable formats, e.g. Claim Review, these will help NLP and AI fact checking algorithms reach maturity.

For the time being, as noted by a recent Reuters Institute report on Automated Fact-Checking (Graves, 2018): “Both researchers and practitioners agree that the real promise of AFC technologies for now lies in tools to assist fact-checkers to identify and investigate claims, and to deliver their conclusions as effectively as possible.”

Perhaps the biggest challenge in fact-checking is **efficient correction**, i.e. bringing fact-checks to the attention of citizens (see Figure 15). FactStream⁴ is a mobile phone app, developed by Duke Reporters’ Lab, which alerts American users of the latest fact-checks from the three largest U.S. fact-checking organizations – the Washington Post, PolitiFact and FactCheck.org. Each claim is clearly displayed together with its source, truth value (true, mostly true, half true, false, pants on fire), and the fact-checking organisation that verified it.

Fact-checking is also being harnessed by the social media platforms, in order to help curtail the viral spread of disinformation. Facebook, for example, is letting users flag suspect stories, which are then verified by a network of trusted fact-checking organisations. According to M. Bickert from Facebook (DCMS HC 363, 2018), the platform’s
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algorithms then reduce by 80% the visibility of stories deemed to be false by the fact checkers. While initially Facebook’s authorised fact-checking organisations were all non-partisan, recently the platform approved also the conservative Weekly Standard, which has led to a controversy over what is fake versus clickbait and the role of partisan organisations in fact-checking (Newton, 2018). There are also reports of conflicting priorities between Facebook and the independent fact-checking organisations, e.g. as the latter cannot choose what stories to fact-check and then feed them to Facebook, but rather have to fact-check the stories selected in a somewhat non-transparent way by Facebook (Annary, 2018). Lastly, evidence is emerging that Facebook may have over-stated their fact-checking efforts and, in practice, is sending just one post per day to independent fact-checkers (Salinas, 2018).

Outstanding technological challenges (apart from improved NLP and AI algorithms) include adapting existing mostly English-centric AFC tools to all EU languages, obtaining and sharing reliable, machine-readable datasets, more effort dedicated to source-checking, i.e. verifying the trustworthiness of the information source. As argued by Full Fact (Babakar & Moy, 2016), these need to be complemented by community-wide effort to bring together and coordinate AFC tool development to avoid duplication and speed up progress. An essential part of this is the creation of open standards, open source algorithms, and open evaluation datasets (FullFact, 2016).

Content Verification is complementary to fact-checking and is concerned with verifying whether an image, video, or a meme have been tampered with or promote false information. Some of the best known tools have focused on crowdsourced verification (e.g. CheckDesk, Veri.ly), citizen journalism (e.g. Citizen Desk), repositories of checked facts/rumours (e.g. Emergent, FactCheck). Currently, the most successful verification platforms and products include SAM35, Citizen Desk36, Verily37, Check38, and Truly Media39.

There are also some browser tools and plugins aimed at journalists, e.g., the InVID40 and Frame by Frame41 (video verification plugins), Video Vault42 (video archiving and reverse image search), RevEye43 (reverse image search), Jeffrey’s Image Metadata Viewer44 (image verification), NewsCheck45 (verification checklist). Plugins offering web content and social media monitoring are Storyful’s Multisearch46 plug-in for searching Twitter, Vine, YouTube, Tumblr, Instagram and Spokeo, with results show in separate tabs, without cross-media or social network analysis; and Distill47 which monitors web pages.

35 https://www.samdesk.io/
36 https://www.superdesk.org/
37 https://veri.ly/
38 https://meedan.com/en/check/
39 http://www.truly.media/
40 https://www.invid-project.eu/tools-and-services/invid-verification-plugin/
41 https://chrome.google.com/webstore/detail/frame-by-frame-for-youtub/elkadbdicdciddfkdpmalomeghio
42 https://www.bravenewtech.org/
43 https://chrome.google.com/webstore/detail/reveye-reverse-image-sear/keaaclcjhehbannphmpiklalhegf
44 http://exif.regex.info/exif.cgi
45 https://firstdraftnews.org/launching-new-chrome-extension-newscheck/
46 https://chrome.google.com/webstore/detail/storyful-multisearch/hkglibabhnmjaccpajiajecoacnaf
47 https://chrome.google.com/webstore/detail/distill-web-monitor/inlikjekmeknockkjojnpbpehagde
With respect to algorithmic analysis, there are tools for photo, image, and video forensics, e.g. Forensically\(^{48}\), FotoForensics\(^{49}\), the Image Verification Assistant\(^{50}\) developed in the REVEAL FP7 EU project, and the InVID video and image verification plugin\(^{51}\). The functionalities currently being offered are based on algorithms that highlight tampered areas, metadata categorization and analysis, and near-duplicate retrieval based on keyframe matching through reverse image search (typically through Google). According to (Zampoglou et al, 2016), the REVEAL Image Verification Assistant is the broadest amongst image verification tools, featuring seven state-of-the-art image analysis algorithms and some basic metadata analysis tools.

Some of the most accurate tools tend to combine metadata, social interactions, visual cues, the profile of the source (i.e. originating agent), and other contextual information surrounding an image or video, to assist users with the content verification task. Two of the most widely used such tools are the InVID plugin (Teyssou et al., 2017) and the Amnesty International Youtube Data Viewer. The InVID video verification plugin is discussed in depth in section 7.1. The YouTube Data Viewer extracts metadata listing and offers image-based similarity search using keyframes.

---

**Rumour analysis** is another hotly researched topic related to fact checking and content verification (Zubiaga et al, 2018). Following the conceptual framework proposed by the PHEME project\(^{52}\) (see Figure 16), rumour analysis can be broken down into the following four stages, where each stage can be carried out either manually or (semi-)automatically:

- **Rumour detection** is concerned with whether a piece of information constitutes a rumour. A typical input to a rumour detection component is a stream of social media posts. An AI algorithm is trained to classify each post as a rumour or a non-rumour. This component is useful for identifying emerging rumours; however, it is not necessary when dealing with rumours that are known a priori (e.g. already identified by fact checkers).
- **Rumour tracking** collects and filters posts discussing the already identified rumour, using the rumour’s originating post or keywords as the starting point.
- **Rumour stance classification** is concerned with classifying each post about a rumour, according to the reaction it has elicited in the post’s author. The stance being expressed is either supporting (i.e. agreement with the rumour’s statement), denying, querying, or

---

\(^{48}\) [https://29a.ch/photo-forensics/](https://29a.ch/photo-forensics/)
\(^{49}\) [http://fotoforensics.com/](http://fotoforensics.com/)
\(^{50}\) [http://reveal-mklab.iti.gr/reveal/](http://reveal-mklab.iti.gr/reveal/)
\(^{51}\) [https://www.invid-project.eu/tools-and-services/invid-verification-plugin/](https://www.invid-project.eu/tools-and-services/invid-verification-plugin/)
\(^{52}\) [http://pheme.eu](http://pheme.eu)
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commenting. Different algorithms for automatic stance classification have been studied (Zubiaga et al., 2018), with some of the best reported results (Aker, Derczynski & Bontcheva, 2017) achieved by a model combining linguistic, message-based, and topic-based features.

- Finally, rumour veracity is determined (true, false, or unverified). This is a complex decision which often requires expert human judgement (Zubiaga & Ji, 2014). Researchers have also experimented with building AI-based veracity classification models (Dungs et al., 2018; Zubiaga et al., 2018), with the best ones currently achieving around 80% overall score (Dungs et al., 2018).

One area in urgent need of further research and practical tool development is meme tracking and verification. On one hand, memes have been shown to feature prominently in propaganda and disinformation campaigns (Haddow, 2016). On the other, research on their veracity, origin and spread is still very much in its infancy (Zannettou et al., 2018).

In conclusion, while existing technology for content verification and fact checking can assist journalists, media, and social media platforms to flag or filter false content more effectively, it fails to address another key challenge – that of analysing the mechanisms and scale of online disinformation and propaganda campaigns, their sources and goals, and their effects on citizens, business, and society. The next few sections discuss these in more detail.

3.2. Detecting Computational Amplification and Fake Accounts

Numerous studies of computational amplification of disinformation and propaganda has focused on detecting bot and sockpuppet accounts, clickbait, and astroturfing.

The importance of research into computational amplification was brought to public and political attention, as a result of studies trying to establish the role of bots and sockpuppets in the 2016 US presidential elections, the UK EU membership referendum, and the 2017 French presidential elections. Political bots, in particular, have been shown to try influencing political opinion, e.g. attack political leaders or journalists, even though current evidence seems to indicate bots do not change voter intent (Howard et al., 2018b). Research has shown that during the elections a large number of (coordinated) bots and sockpuppet accounts were used for spreading disinformation and political rumours, as well as promoting news from Russian sources (primarily Russia Today and Sputnik) (Phillips & Ball, 2017; Howard et al, 2018; Gorrell et al, 2018; Howard & Kollanyi, 2016).

Consequently, both Twitter and Facebook carried out significant internal research, which in turn resulted in updated platform policies and algorithms for detecting fake accounts. The actual bot and sockpuppet detection algorithms implemented by the platforms themselves are not publicly available, and thus it is not possible to have independent scrutiny of their accuracy and possible flaws. Based on publicly available policy documents, however, we do know that Twitter has recently started using new features some of which were proven as important in academic research first. Examples include whether an account uses a stock or stolen avatar photo, stolen or copied profile text, or misleading profile location (Harvey & Roth, 2018). In comparison, Facebook has fewer automated bot accounts (due to its more closed API), but needs to identify more sock puppet and impersonation accounts instead. Identifying these automatically is much harder (and sometimes impossible) than finding bots, due to the more authentic human-driven behaviour (Weedon et al, 2017).

State-of-the-art research on bot detection methods (Varol & al, 2017; Woolley & Howard 2016; Cresci & al. 2016) use predominantly social behaviour features (e.g. tweet frequency, hashtag use,
following large number of accounts while being followed by just a few). There are also approaches that detect bots based on the high correlations in activities between them (Chavoshi et al., 2018). A widely used Twitter bot detection service is Botometer\(^53\) (previously BotOrNot), which is provided free of charge by Indiana University. Users can check the bot likeliness score of a given Twitter account, based on its user profile information, friends, and followers. Usage is subject to Twitter authentication and rate limiting. The service can also be accessed programmatically as well. The accuracy of this service needs to be established through independent evaluation.

In general, as research-based methods can only use the publicly disclosed data about Twitter accounts, there are also concerns\(^54\) regarding how accurate can they be, given that human curators can often struggle to identify bots from public Twitter profiles alone. This is set to become even harder, as more sophisticated bots are starting to emerge.

So far, research has focused primarily on Twitter bots, due to Facebook API restrictions. Existing methods from academic research are yet to reach very high accuracy, as they operate only over publicly accessible account data (e.g. account description, profile photo). The social media platforms often make use of additional account-related information, including IP addresses, sign-in details, email account, browser cache, which all make the task somewhat easier. Nevertheless, the platforms also find bot detection a very challenging task, due to the sheer scale of data and activity that take place daily. The short lifespan of political bots and other fake accounts and the fast emergence of new ones is a key challenge.

Quantitative findings of both academic researchers and social platforms alike have so far indicated that:

- **The volume of both fake accounts and their artificially amplified posts is significant.** For instance, Twitter are currently detecting and investigating 9.4 million suspect accounts each week (Harvey & Roth, 2018). In a retrospective analysis of all 2016 US election tweets, they established that Russian-linked, automated accounts generated 1.4 million tweets, but these were less than one percent (0.74%) of all election-related posts (Edgett, 2017).

- **Artificially amplified large volume does not necessarily lead to high engagement.** “In the aggregate, automated, Russian-linked, election-related Tweets consistently underperformed in terms of impressions relative to their volume on the platform”. (Edgett, 2017)

- Automated accounts are being used to accelerate the spread of true and false content in equal measure (Vosoughi et al, 2018).

- Automated accounts however play crucial role in the early stages, to help misinformation become viral (Shao et al, 2018).

The key enabler behind all this work are datasets of proven bots and sock puppet accounts and all their social media data (e.g. posts, social profile, shares and likes). This “gold data” is necessary for the training of the machine learning algorithms for bot and sock puppet detection. Until recently, such datasets were created by academics (e.g. the DARPA Twitter Bot Challenge (Subrahmanian et al., 2016) and the Bot Repository\(^55\)). However as part of their transparency drive, Twitter have now released a very large dataset\(^56\) of more than 10 million Tweets and 2 million images and videos posted by 3,841 Russia-affiliated and 770 other accounts, potentially originating in Iran. This is a very

\(^53\) [https://botometer.iuni.iu.edu](https://botometer.iuni.iu.edu)

\(^54\) [https://twitter.com/yoyoel/status/1058471828706930688](https://twitter.com/yoyoel/status/1058471828706930688)

\(^55\) [https://botometer.iuni.iu.edu/bot-repository/](https://botometer.iuni.iu.edu/bot-repository/)

\(^56\) [https://about.twitter.com/en_us/values/elections-integrity.html#data](https://about.twitter.com/en_us/values/elections-integrity.html#data)
helpful first step and further such datasets and transparency initiatives are needed, especially for accounts operating in languages other than English. Such shared datasets are very important for independent research, e.g. quantifying the impact of bots in diffusing political messages and influencing democratic processes. One of the recommendations of the EU High Level Expert Group on disinformation is to create a network of independent European Centres for (academic) research on disinformation (HLEG, 2018). One of the key functions of this network will be to provide “a safe space for accessing and analysing platforms’ data and for a better understanding of the functioning of algorithms”.

3.3. Detecting Mis- and Disinformation Campaigns

Journalists and researchers are increasingly faced with the challenge of verifying not only the authenticity of online content (e.g. a viral news story or a video), but also digging deeper, to find the originating source of viral disinformation, track its spread across online communities and networks, and establish the likely impact on citizens.

The technological challenges in carrying out large-scale studies of partisanship, propaganda, and disinformation campaigns are still very significant, however, as demonstrated by two of the largest studies of the 2016 U.S. Presidential Election (Faris et al, 2017) and the 2016 UK EU membership referendum (Moore & Ramsay, 2017). The former analysed both web and news media content, as well as their shares on Facebook and Twitter, whereas the latter focused purely on the role of UK media. Due to the large scale of these studies coupled with the lack of suitable easy-to-use tools for analysing propaganda campaigns, researchers had to employ primarily human coding and qualitative analysis, coupled with basic keyword matching and link mapping.

As the largest study comparing the spread and impact of true and false news has also shown (Vosoughi et al, 2018), it is not sufficient to only limit artificial amplification through bot detection: “Contrary to conventional wisdom, robots accelerated the spread of true and false news at the same rate, implying that false news spreads more than the truth because humans, not robots, are more likely to spread it.”

In other words, it is necessary to study online disinformation and propaganda campaigns in their entirety. For this purpose, we advocate the adoption of the AMI model (Agent-Message-Interpreter) conceptual framework (defined in Section 1.2). Following this model, all three key elements of disinformation and propaganda campaigns need to be examined (Wardle & Derakhshan, 2017): the trustworthiness of the agents (original source, amplifiers, and the connections between them), the credibility and accuracy of the message, and the effects on the interpreters’ beliefs (i.e. the targeted audience).

3.3.1. Agents: Source Trustworthiness and Information Laundering

A key aspect of the AMI framework is analysing the originating agents of the disinformation campaigns, the other key agents involved, and the explicit or implicit network connections between them. An essential aspect of that is the trustworthiness and credibility of these disinformation agents. This is being referred to as source checking in (Wardle & Derakhshan, 2017), who argue that it is hugely important, while currently overlooked, especially in terms of assistance from automated tools and approaches.

Journalism research (Lacy & Rosenteil, 2015) has proposed several metrics for assessing the quality of news and online media, such as partisan bias, structural bias, topical bias, and source transparency. However, there are currently no automated methods for calculating these. Such content-based source trustworthiness indicators complement the currently better understood indicators from bot detection research, discussed in Section 3.1 above.
Academic research has started proposing network models for trust modelling, e.g., for Twitter user networks (Wang, 2010), but these are still very much experimental. They typically take a naïve PageRank style score and propagate trust between nodes in the network automatically. To manage trust based on content requires some authoritative or near-authoritative sources. (Levien & Aiken, 1998) calculate global reputation for each actor in a network, and also allow the listing of certain nodes as ‘bad’, thus cutting out unreliable parts of the network.

There is also a strong need for further research around detection of hyper-partisan and biased sources. Journalism research (Lacy & Rosenteil, 2015) proposes a model of structural bias based on whether the source provides more coverage of certain viewpoints but not the opposing ones. For each source, topical diversity measures also need to be considered, where some automation assistance can be provided by automatic topic detection tools. There is also need to model topical diversity over time, in order to capture sock puppet and disinformation sites that do not post between major events or switch language or country focus over time. All these trust indicators are complementary to the network-based ones described above.

A promising new initiative is the Global Disinformation Index57, which is building a real-time rating system of news source reliability worldwide. The aim is to have a neutral, independent, and transparent source of probability risk ratings (similar to those of bonds in finance), based on AI algorithms that identify junk domains automatically (Melford et al, 2018). This will be complemented by programmatic access (API) for advertisers, wishing to have access to an always up-to-date dynamic blacklist of untrustworthy sites.

The Journalism Trust Initiative (JTI)58 is a complementary, journalism-led initiative, has been launched by Reporters Without Borders (RSF), Agence France Presse (AFP), the European Broadcasting Union (EBU) and the Global Editors Network (GEN). It aims to create within the next 12 to 18 months a voluntary standard of media credibility to assist consumers, advertisers, and online platforms with identifying and promoting credible information.

Disinformation agents are often not acting independently, even though this could be hard to establish sometimes. In order to give the impression that a large number of independent sources are reporting in different ways on the same ‘facts’, some disinformation sites and/or sock puppet accounts reuse and republish content, in a practice known as information laundering (Starbird, 2017). Journalists currently lack easy-to-use tools that show which alternative media sites or social network accounts have reused content from another. This is important, since hyperpartisan media and sock puppets are repackaging and/or republishing content in an attempt to give it credibility and gain acceptance through familiarity. So far, research has focused primarily on studying retweet and mention patterns between such false amplifiers, e.g. in the 2016 US Presidential Election (Faris et al, 2017), but technology for much more in-depth analysis is needed.

### 3.3.2. Message Credibility: Beyond Fact Checking and Content Verification

Propaganda and disinformation campaigns, with their focus on purposeful persuasion, one-sided messages, and influencing emotions and attitudes of its target audiences, are significantly more challenging to detect, analyse, and respond to effectively. Consequently, the required methodological and technological advances need to go beyond the fact checking and content verification work discussed in Section 3.1.
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In particular, the credibility of a claim/content is separate from its veracity (established through fact checking or content verification), since the former is about subjective perception of whether a message is correct, whereas verification is about evidence-based, objective assessment. Researchers (Zubiaga & Ji, 2014), for example, have found that non-expert crowd workers tend to judge inaccurate information as true. Their judgements were based on credibility perceptions, as they lacked the necessary expertise in cross-checking facts against external sources and other content verification techniques.

Manual content analysis in journalism (Lacy & Rosenteil, 2015) has considered partisan balance (the space given to sources of a particular orientation), structural balance (space allocated to opposing views), source diversity, source transparency, breadth of covered topics. In addition, other manipulation techniques are biased selection of topics and/or headlines, manipulative choice of words, defamation, discrediting, and mockery (SRF, 2016).

The journalist-led Credibility Coalition\(^{59}\) has proposed a number of content-based indicators for message credibility and annotated manually a small dataset of highly shared articles to validate the indicator definitions (Zhang et al, 2018). These indicators are the starting point for new web schema standards, or extensions to existing schemas (most importantly, schema.org), to be developed by the newly established W3C Credible Web Community Group\(^{60}\). Given the vast scale of online and social content, new tools for their automatic generation need to be developed at the same time. The indicators most correlated with disinformation were found to be clickbait title and some logical fallacies. Hedging, quotes from experts and citations of organisations and studies were also found to be important, in line also with the manual content analysis research discussed above (Lacy & Rosenteil, 2015).

While there are automated tools available for tasks like emotion detection and opinion mining, there is very little research on methods for automated credibility analysis of online disinformation. Linguistic cues, for example, have been used in analysing framing bias (introduced by subjective words and phrases) and epistemological bias (realised by lexical and grammatical linguistic features) (Recasens et al, 2013). Linguistic analysis has also shown that propaganda often targets morals and authority, and contains bias markers (Rashkin et al, 2017). There is a need to go beyond detecting deceptive framing, and address a wider range of techniques including sexist framing, appeal to fear and anger, and partisan imbalance in quoted information sources. There is also need to measure source credibility assessment, as well as transforming this experimental research into practically useful tools. Based on this data, machine learning algorithms for rumour stance detection were also developed in the PHEME project (Aker et al, 2017).

### 3.3.3. Interpreters

Interpreters are the recipients of the disinformation message, who themselves, if convinced, can act like agents by spreading the message further through their social networks. The largest present study of fake news spread on Twitter (Vosoghi et al, 2018) has concluded that: “…human behavior contributes more to the differential spread of falsity and truth than automated robots do. This implies that misinformation containment policies should also emphasize behavioural interventions, like labelling and incentives to dissuade the spread of misinformation, rather than focusing exclusively on curtailing bots.”

Unfortunately, as argued also in (Vosoghi et al, 2018), our current understanding of the real impact of disinformation on the beliefs of exposed individuals and their subsequent actions is currently very
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limited. Prior studies have typically measured impact based purely on quantitative metrics, such as number of retweets or replies. As detailed in (Wardle & Derakhshan, 2017), however, exposed individuals can respond in one of the following ways: ignore the message, share in support, or share in opposition. The last two types of shares need to be distinguished, since supportive shares indicate that the interpreter believes the disinformation message (hegemonic response in (Wardle & Derakhshan, 2017)), whereas sharing in opposition is indicative of an oppositional stance. The PHEME project analysed manually annotated rumours with respect to the stance taken by their interpreters: accepting, denying, questioning, or commenting (Zubiaga et al., 2016), which showed that disinformation is questioned more, attracts more affirmations and denials, and results in deeper conversation threads. Based on this data, machine learning algorithms for rumour stance detection were also developed in the PHEME project (Aker et al., 2017).

3.4. Malinformation: Hate Speech, Online Abuse, Trolling

Online abuse, hate speech, and trolling are online behaviours where an individual or a group is being attacked or discriminated against, on the basis of their political orientation, race, religion, ethnic origin, gender orientation, sex, or other characteristics. Researchers have differentiated online abusive language alongside two dimensions: explicit vs implicit and generic vs directed to a specific individual (Waseem et al., 2017).

The need to address abusive online language and behaviour is urgent, as recent research has shown: “social media has not only become a fertile soil for the spread of hateful ideas but also motivates real-life action” (Müller & Schwarz, 2018). In this particular case, researchers (Müller & Schwarz, 2018) studied the way in which right-wing anti-refugee Facebook posts are correlated with anti-refugee incidents in Germany. There are also many well-documented examples where journalists and media outlets are being targeted via online harassment campaigns, which often cause significant online and offline damage (RSF, 2018). Likewise, politicians (Gorrell et al., 2018; Phillips, 2017) and women (RSF, 2018; Zuckerberg, 2018) are also major targets.

Online harassment campaigns are often based on disinformation and employ the same amplification mechanisms. While Reporters without Borders have investigated these specifically in the journalism and media context (RSF, 2018), the same tactics are used also in other cases of directed online abuse:

1. **Disinformation**: journalistic or other legitimate content posted by the abuse target on social networks is drowned in a flood of online disinformation;
2. **Amplification**: impact of the disinformation is enhanced artificially by bots, ads, and paid-for trolls. Online harassment is devastating because the trolls writing the hate messages have an advantage over the journalists they target – virality. The threats, insults, and false information act as clickbait, creating outrage for those living within what the Internet activist Eli Pariser calls “filter bubbles.” (RSF, 2018)
3. **Intimidation**: the targeted individual is subjected to a high volume of personal online abuse, threats, and disinformation, in order to discredit them and reduce them to silence.

Online harassment is most widely studied on Facebook and Twitter, but increasingly Reddit, 4Chan, YouTube, and WhatsApp are also employed. The actors behind these campaigns can be classified along several dimensions: financially or ideologically motivated; automated vs human; individual vs organised. Some political trolling campaigns can also have different degrees of state involvement: state-executed, state-directed, state-incited, and state-endorsed (Nyst & Monaco, 2018).
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Establishing reliably the actors responsible for a given online harassment campaign can be very difficult, as they "are designed to appear spontaneous and organic, camouflaged by the chaotic ephemera" (Nyst & Monaco, 2018).

RSF (RSF, 2018) and others have documented aggressive cyber-harassment campaigns in many countries worldwide, including countries like Germany, France, and the UK who have already enacted or are in the process of defining legislative controls (see section 4.3).

Social platforms are aware of the problem and have started implementing semi-automated solutions, which are needed in order to screen efficiently the large number of posts and comments received daily. Facebook, for example, have implemented machine learning algorithms that can identify the most straightforward cases of abusive language (Allan, 2017). The core of the decisions, however, are made by humans, i.e. the platform relies on its users to report content, which is then reviewed by a human curation team. In 2017, the latter consisted of 4,500 Facebook employees worldwide, with their number set to increase by another 3,000 (Allan, 2017).

Currently, there are no publicly available figures on the accuracy of the automatic hate speech detection algorithms used by social platforms. In academic research, state-of-the-art methods currently have 65-70% precision (Wulczyn, Thain, and Dixon 2017). Even though the social platforms have access to additional, non-public information about the post (e.g. its originating IP address), the algorithms are still not sufficiently accurate to be used in a fully automated manner. For instance, recently Facebook’s hate speech detection algorithms were triggered by part of the US Declaration of Independence, which resulted in the post being automatically withheld from initial publication (MacGuill, 2018).

However, there is even a more significant challenge, yet unsolved - that of having an agreed upon definition of what constitutes hate speech. For instance, when humans are asked to annotate racial slurs, they have been found to agree with each other in only 69% of the cases (Bartlett et al, 2017). The task of distinguishing polite from impolite tweets has been found easier for humans, with agreement ranging from 80% to 95% depending on the language of the tweet (Theocharis et al, 2016).

These findings demonstrate that dealing with online abuse is a very complex task, where even human curators can disagree. This has led to calls for platforms to not only act swiftly on reported content (Nyst & Monaco, 2018; RSF, 2018), but also to provide transparency of their curation practices and implement safeguards to protect freedom of speech (RSF, 2018).

### 3.5. Accuracy and Effectiveness

Social platforms and researchers are actively developing methods based on machine learning algorithms, in order to identify automatically disinformation on social media platforms. Given the extremely large volume of social media posts, key questions are:

1. Can disinformation be identified in real time?
2. How accurate/effective are these methods?
3. Should they be adopted by the social media platforms without human oversight?

The very short answer is: Yes, some of it can, although we are still far from developing highly effective socio-technical methods, which can be adopted in practice without any human oversight. When it comes to containing the spread of disinformation, we should be mindful of the problems which such technology could introduce:

- **Non-trivial scalability:** While some algorithms work in near real time on specific datasets such as tweets about the UK EU membership (Brexit) referendum - applying them across all
posts on all topics as a social platform would need to do, for example, is very far from trivial. Just to give a sense of the scale involved - prior to 23 June 2016 (referendum day) there were approximately 50 Brexit-related tweets per second or fewer. Twitter, however, would need to screen more than 6,000 tweets per second, triage them based on their topic, and then screen them for misinformation. This is a non-trivial software engineering, computational, and algorithmic challenge.

- **Algorithms make mistakes**, so while 90 per cent accuracy intuitively sounds very promising, we must not forget the errors - 10 per cent in this case, or double that at 80 per cent algorithm accuracy. At 6,000 tweets per second, 10 per cent amounts to 600 wrongly labeled tweets per second rising to 1,200 for lower accuracy algorithms. To make matters worse, automatic disinformation analysis often combines more than one algorithm – e.g. first to determine which story a post refers to and second - whether this is likely true, false, or uncertain. Unfortunately, when algorithms are executed in a sequence, errors have a cumulative effect. The scale of potential errors therefore means that algorithms require human oversight and robust appeal procedures, in order to protect the fundamental human rights of freedom of expression and privacy.

- **Algorithmic mistakes can be very costly**: broadly speaking algorithms make two kinds of errors: (1) *false negatives* in which disinformation is wrongly labelled as true or bot accounts are wrongly identified as human; and (2) *false positives*, when correct information is wrongly labelled as disinformation or genuine users are wrongly identified as bots. False negatives are a problem on social platforms, because the high volume and velocity of social posts (e.g. 6,000 tweets per second on average) still leaves a lot of disinformation “in the wild”. If we draw an analogy with email spam - even though most of it is filtered out automatically, we are still receiving a significant proportion of spam messages. False positives, on the other hand, pose an even more significant problem, as falsely removing genuine messages is effectively censorship through artificial intelligence. Facebook, for example, has a growing problem with some users having their accounts wrongly suspended.

Therefore, the best way forward is to implement human-in-the-loop solutions, where people are assisted by machine learning and AI methods, but not replaced, as accuracy is still not sufficiently highly and we need mechanisms to alleviate the danger of opaque algorithms censoring people.

Even when algorithms are not given free reign, there is still the question of how effective they are and thus do they really save time for journalists, social platform employees, citizens, and other stakeholders engaged in large-scale disinformation analysis. Typically the effectiveness of academic methods is evaluated against state-of-the-art baselines and performance is reported on relatively small-scale benchmark datasets (e.g. the rumours annotated in the PHEME project by SwissInfo journalists (Zubiaga et al., 2016)).

While useful for comparing algorithms against each other to establish the best one, such evaluations are rather limited in practical utility when it comes to predicting performance should they be adopted by social media platforms and search engines.

An important characteristic of evaluation datasets that must always be considered, is that they are a limited snapshot of the language and strategies of misinformation, as they were at the time when this dataset was created. Likewise, technological solutions trained on past data would be limited to the kinds of misinformation topics and strategies that existed at the time when the training data was created. However, as new kinds of misinformation start appearing over time, these can well be missed by automated tools that have not been re-trained or otherwise updated on more recent datasets, thus leading to significantly worse performance than originally reported. For example, in the case of recognising names of people, organisations, and locations automatically, this
phannomenon of performance decay is referred to as entity drift (Derczynski, Bontcheva & Roberts, 2016).
Likewise, evaluation datasets that are several years old may not measure accurately the performance of automatic tools on current kinds of misinformation. Therefore, it is advisable, when using such older datasets, to supplement them with some newly annotated content, in order to ensure longitudinal document diversity and thus mitigate for temporal drift (Derczynski, Bontcheva & Roberts, 2016).

Given these and other limitations of evaluation datasets (e.g. their limited size), performance evaluation metrics and datasets only really enable the relative comparison of different automated tools on the same data.

Ultimately, technology validation is therefore best carried out through use in practical settings. Until such prolonged use demonstrates that automatic methods have matured to the point where they are capable of identifying and analysing misinformation at scale, in real-time, and with very high accuracy, they should be used only in a semi-automated, assistive fashion.

With respect to evaluating the effectiveness and accuracy of the bot detection solutions, hate speech identification, and other techniques already implemented by the social platforms, there is an even bigger challenge. These are all proprietary algorithms, the details of which are not disclosed in public and neither are any independent quantitative evaluations, if such exist. The only information available is from blog posts and press releases of the companies themselves, but, for example in the case of bots and fake account detection, what is disclosed is the number of accounts being suspended. While this is a good start, it is not sufficient as there needs to be also information on the number of wrongly suspended accounts and, where possible from a formal evaluation, also an estimate of the likely percentage of missed bot/fake accounts.

This is one of the reasons why this study recommends the establishment of ongoing, long-term cooperation and data sharing between scientists, journalists, platforms, and other stakeholders. This would enable the independent study, evaluation of effectiveness and oversight of algorithms. While there are already some bilateral collaborations between individual research labs and some social platforms/apps, these are not sufficient since any publications arising from such sponsored interactions raise the potential issue of conflict of interest and biased results.

Policy makers are also becoming aware of the strong need for algorithmic transparency and auditing algorithms deployed on social and other online platforms, not only for the reasons already discussed, but also to ensure their compliance with human rights legislation (Denham, 2018). On 27 November 2018, the UK Information Commissioner testified in front of a joint parliamentary committee of nine countries:

"Under the GDPR, there are enhanced requirements for explainability in algorithms in the context of personal data. If a company or an organisation is making a decision that is basically done by machines, it has to be explainable and it is challengeable. As another part of the work we do, we are going to be auditing algorithms for issues of fairness, data protection, bias—all those issues. So we are going to be in the space of looking at algorithms and looking at transparency...”

Overall, while it is currently impossible to judge how well the existing algorithmic approaches of social platforms and web search engines work, there are continuously emerging reports of:
• wrongly suspended accounts;
• failure to sufficiently prevent the spread of hate and online abuse with well documented negative real-world consequences, e.g. the role of Facebook hate content in the Rohingya genocide in Myanmar;
• increased exposure to junk news during the 2018 midterm elections as compared to 2016;
• recurrent trending of misinformation during shootings and crises.
Alltogether, this demonstrates that current automated solutions are not sufficiently effective.

In conclusion, there is also strong need to look beyond “simply” evaluating the accuracy and effectiveness of misinformation technology and also consider how susceptible to abuse are current algorithms:

“I have been trying to promote the idea of “abusability testing”. Platforms invest resources into seeing how their platforms can be abused to harm consumers. I think that smart policy would incentivise that kind of investment, as we have seen that kind of incentivising around cyber security in the last 10 years.” (Soltani, 27 Nov 2018)
4. Legal responses

Under public pressure and media articles pointing the dangers of disinformation on our societies, and most notably the Cambridge Analytica scandal (see section 2.1.3 for details) lawmakers have become aware of the problem and started to draft regulatory responses.

In this section, we describe how different lawmakers have been approaching the regulation issues, the main paths adopted, along with the risks and opportunities that each is bringing. The challenges of user privacy and access to data for scientific studies and development of effective technology solutions to fake news is also discussed.

4.1. Self regulation

In this section, we describe approaches that go along with the self-regulation theory. The self-regulation approach consists relies on stakeholders to conduct internal and holistic change, sometimes through incentive or discouragement (fiscal, reputation, etc.). On this issue, self-regulation could be seen as the measures that social media platforms like Facebook or Twitter decided to implement voluntarily in reaction to the issue.

Our definition of self-regulation initiatives can be summarised as the implementation of third-party partnerships to develop new services or extended capacities for the selected partners. For instance, Twitter, through its Healthy conversations initiative62 announced by Jack Dorsey, Twitter CEO on March 1st 201863, granted two academic partnerships centred on defining indicators for healthy digital conversations through studies on uncivil discourse and echo chamber effects. This initiative aims at working with researchers on developing new conversation metrics that could help to better measure the disinformation issue.

Facebook implemented a similar approach with an initiative called Social Media impact on elections64. This action is designed to build a group of scholars that will define their own research agenda, solicit call of proposals for independent research and peer-review scholars that will participate to these calls. This approach could be defined as the setup of an independent research board.

Facebook also implemented a partnership with other stakeholders as fact-checkers. Through these partnerships like the one in Philippines65, Facebook is giving special access and tools to fact-checkers so they can expand their work directly on the social platform.

However, all research partnerships initiatives should not be considered as self-regulation. For example WhatsApp, a Facebook-owned company, announced WhatsApp Research awards for social science and misinformation66, an initiative focused on core research, not directly linked to WhatsApp products. Awardees from this initiative can submit research proposals that cannot be implemented through the social platform as WhatsApp would not give access or data or the capacity to test it on the platform to awardees. Therefore, we do not consider this initiative as self-regulation.
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It is interesting to remark that due to the high scrutiny under these platforms operate, they do tend to emphasise the independence of the third-parties they're collaborating with. The social media impact on elections initiative from Facebook has been running with 7 different foundations\(^67\). Solicitations of independent research under this program are managed by the Social Science Research Council, an independent and recognised body. They also emphasise the advanced selection process they implemented like Twitter:

“In the first round, each proposal was reviewed and scored by two different people. The 50 proposals that made it to the next round were each reviewed by a total of four different people, and then the 16 semi-finalists were further evaluated by a small committee of subject-matter experts. Finally, we interviewed a handful of finalists by video conference before making the final selection. By the end, we had written more than 350 reviews in total and examined the finalists in depth; as a result, we're confident in the process that led us to the two extraordinary partners we've selected.”

4.1.1. Risks and opportunities of self regulation

We see two main opportunities and three risks in this approach. First, there is a capacity for independent researchers to have access to data to better understand and seize the disinformation issue. This is clearly needed, especially at times where APIs are questioned after cyberattacks or piracy acts like Cambridge Analytica or the recent Google+ hijacking. Then, these third-parties can also rely on the platform to effectively implement new techniques, new methodologies and evaluate their efficiency. This is a crucial step to bridge academic research and social use in order to design better innovative solutions.

On the other hand, we raise the issue of independence of the third-parties both in their selection and in their actions. One risk is that social platforms may prioritise addressing certain issues which may not necessarily be the most important ones from disinformation containment perspective. There is also a risk third-parties could become fully dependent of the access and tools given to them. This could create distortion towards the research scope and evaluation of the implemented measures. Eventually this approach also raises the question of the cross platform expertise. As every platform is launching its own partnership, there is a risk expertise could not be fully shared and that a cross-platform vision could not be developed.

4.2. Co-regulation

Regulation of disinformation at a European level belongs to a co-regulation approach. From a structured dialogue instituted by the state or authority, this type of self-regulation is based on a compromise found between the actors, with implementation being monitored by the authority.

4.2.1. European Commission approach

In April 2017, Vice-President Andrus Ansip in charge of the completion of the Digital Single Market described fake news as “a serious problem”\(^68\). With the communication “tackling online disinformation: a European approach”\(^69\), the European Commission chose to engage with stakeholders in order to define an action plan to tackle the spread of disinformation in Europe. At the end of 2017, the European Commission announced the creation of a high level expert group\(^70\), composed of representatives of the civil society, social media platforms, news media organisations,
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journalists and academia. The group delivered its report in March 2018. As well as a public consultation and a multi-stakeholders conference, the report from the expert group served for the drafting of a self-regulatory code of practice released at the end of September 2018. Alongside the code of conduct, the European Commission has launched an independent network of fact-checkers and an online platform on disinformation, as well as measures aiming at enhancing media literacy. The monitoring of the progress made will examine the need for further actions.

The European level certainly is the best scale of regulatory intervention. The code of practice agreed with online platforms seems like a good starting point and the consultation of experts in the high level group certainly brought significant knowledge to the topic. But in the meantime, we can regret the lack of implications from NGO and civil society besides journalists in the expert group. As the commitments from the platforms rely on a voluntary basis, there is a need to monitor their effective implementation and decide for further actions accordingly.

4.2.2. Belgian platform

In May 2018, the Belgian minister in charge of digital agenda launched the consultation of an expert group. This expert group, composed of academics, media representatives and NGOs, made a series of recommendations in order to tackle the spreading of fake news and disinformation online. Parallel to the expert group, a citizen consultation platform stopfakenews.be was launched to gather citizen opinion on disinformation. In its conclusions, the expert group suggests not to legislate in a repressive manner but to foster research, media literacy and an enhanced and ongoing dialogue with the platforms. The next step of this process has been announced by Charles Michel, Belgian Prime Minister on Monday, October 8th, through the creation of a fund dedicated to fund civil society initiatives related to fact-checking and disinformation.

One particularly strong aspects is that the Belgian initiative involves a wide range of actors and the civil society as a whole in this process. It is a good starting point for fostering research and cross-expertise dialogue on that topic before considering harder regulation. The creation of fund dedicated to support civil-society initiatives certainly will strengthen the disinformation-fighting community structure and build stronger initiatives. Their initiatives implementation will be monitored closely.

4.2.3. Denmark

In September 2018, the Danish government has launched an action plan of 11 initiatives in order to strengthen safeguards against influence on Danish democracy and society. In particular, an intergovernmental task force has been set up in order to coordinate and develop countermeasures against influence campaigns. Hence, the Ministry of Foreign Affairs, has launched a strengthened monitoring of disinformation. Particular attention will be paid to the spreading of misinformation in the context of the upcoming Danish parliamentary elections. Also, the government intends to initiate a dialogue with the media and the platforms to find models of cooperation on countering potential foreign attempts to influence the upcoming parliamentary elections.

The Danish initiatives on fighting disinformation mostly rely on governmental forces and the Ministry of Foreign affairs to safeguard the Danish democracy from foreign influence. If such action is key to the country cyber security, we can only welcome the complementary dialogue with platforms and the media. Otherwise, state-based only initiatives could be considered as counter
propaganda and will thus not resolve the problem of disinformation, while damaging the government’s reputation.

### 4.2.4. Opportunities and risks of co-regulation

Co-regulation opens up the prospect of cross expertise collaboration by bringing very different stakeholders involved at different moments of the disinformation chain. The diversity of expertise supports new ideas and solution designs, especially if the organisations involved have not previously worked together. In that specific case, we consider the involvement of civil society and academics in this field as a welcome and necessary new development which is likely to bring significant benefits.

The drawback of cross-expertise collaboration is the difficulty to mix methodologies and cultural habits. Therefore, solution design and implementation can be harder to realise. For instance, peer review methodology from academics might not be applicable in fact-checking organisations. Thus, a significant effort is needed from all stakeholders to focus their interests on a reduced number of activities and leads. Moreover, evaluation of co-regulation is also difficult as indicators need to be built in advance and be easily measurable.

### 4.3. Classic regulation

Making an observation that self-regulation only has failed, several countries chose to take stricter actions and draft legislation forcing the social media networks to take responsibility for the content published on their platforms.

#### 4.3.1. German regulation

The Act to Improve Enforcement of the Law in Social Networks NetzDG entered into force on 1 October 2017. It covers defamation, dissemination of propaganda material, incitement to commit serious violent offense endangering the state, public incitement to crime, incitement to hatred and the distribution of pornography. The Act applies to social media networks that have two or more million registered users in Germany. The Act set up a procedure for online platforms to remove “obviously illegal” posts within 24 hours or risk fines of up to €50 million. The Act makes the platforms accountable for the monitoring and removal of content. In particular, the handling of complaints shall be monitored via monthly checks by the social network’s management.

The German law might be considered as the most accomplished regulatory effort to tackle harmful content online, but its implementation has been difficult due to a number of omissions in the text, thus creating a regulatory uncertainty. In particular, the German legislator did not give a sufficiently strict definition of how to recognise manifestly unlawful content. It is therefore unclear how social media platforms will take down illegal content within the intended timeframe. Moreover, there is no appeal procedure for the user whose content has been removed. It must also be noted that the Act does not have enforceable mechanisms to combat misinformation.

#### 4.3.2. French regulation

In January 2018, the French president Emmanuel Macron announced a law aiming to prevent the spread of false information and propaganda during an election period. The draft law would apply during the three months preceding an election. France already has a law against the spread of false information, but according to the government this would be insufficient to quickly take down
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information online, in particular in “the recent electoral climate”, referring in particular to the US elections and UK referendum.

The law would give the Audiovisual Council (the French broadcasting regulator), the authority to block foreign state-controlled broadcasters that publish false information. Users would have the possibility to denounce potential false stories, and social media platforms would have to justify that they take action to remove them. Also, electoral candidates would call on a judge to take down a reported false story within 48 hours.

After a difficult debate between the Assemblée Nationale and Senate, a final text has been adopted in November 2018. Nevertheless, the law proposal has been largely criticised, as some consider it would threaten freedom of speech and have perverse effects on the democratic debate. In practice, the judge might not be able to make a decision in 48h, as we know that fact-checking is a longer process. Besides, with the majority of viral misinformation spreading within a matter of hours, rather than days, it is unclear how effective this approach would be even in cases where content is removed within the statutory 48h window.

### 4.3.3. UK regulation

Amid an investigation of Russia’s reported use of social media to spread disinformation about the Brexit referendum in 2016, the British government set up a national security communications unit with the task of “combating disinformation by state actors and others.” After the “Cambridge Analytica” inquiry, the Home Office and the Department for Digital, Culture, Media and Sport (DCMS) started an 18 months investigation. The DCMS report (DCMS report, 2018), published in July 2018, recommends social media companies to take more responsibility for the content published on their platforms. Following this investigation and report, the lawmakers plan to announce a new legislation tackling “social harms” by winter 2018. In the meantime, the DCMS committee has continued its investigations on the topic, most notably with the hearing of the Facebook Vice President of Policy Solutions on 27 November 2018 (Allan, 2018), that was attended by parliamentarians from 8 countries around the world.

The new proposals will likely include the introduction of a mandatory code of practice for social media platforms and strict new rules such as “takedown times” forcing websites to remove illegal hate speech within a set timeframe or face penalties. This could be implemented by a regulation authority similar to Ofcom, the UK communications regulator. Another option suggested by the LSE Commission on Truth, Trust and Technology composed of MPs, academic and industry leaders 76, would be the creation of an independent platform agency that could provide a permanent forum for monitoring and reviewing the behaviour of online sites, and produce an annual review of “the state of disinformation”.

### 4.3.4. Risks and opportunities of regulation

A classic regulation approach on disinformation brings many risks. First, territoriality is one of the main concerns as disinformation content can be created, distributed and amplified from outside national territory. Moreover, the main stakeholders like the social media platforms are very often international corporations difficult to sanction. Thus, it is very difficult to enforce controls on external stakeholders.

Moreover, we do notice there are derivative risks on freedom of expression as most of the regulations trying to address disinformation issue are labelling it as “false information” or “non-illegal content”. The very complex nature of disinformation, as exposed in our problem definition,
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creates a regulation scope where censorship could be reinforced. Thus, classic regulation empowers the judicial actors to rule on the truthiness of an information. For instance, the distorted use of the term “Fake news” to qualify political opponents discourse in non-democratic regimes has increased with regulation in Egypt, which opened complaints against journalists and bloggers.

### 4.4. Compared approach on regulation

Figure 17 shows the national initiatives classified regarding the type of regulation, ranging from no regulation to hard regulation, relative to the civil society involvement. Spain has not yet implemented any specific regulation on disinformation. In Italy the Postal Police\(^7\) has been charged to issue warning on false reports. Citizens can also alert the police in case they spot wrong information. Then we see the co-regulation initiatives implemented by the European Union, Belgium and Denmark, which foster greater civil society involvement. Then, France, UK and Germany have adopted strict regulations, giving much power to the judiciary, and less cooperation with the civil society.

### 4.5. National and International Collaborations

Since online misinformation affects pretty much every country in the world and every social platform, there is a strong argument for multiplying and amplifying the effects of individual, organisational, and national initiatives and research through the establishment of cross-disciplinary international collaborations.

Due to the global nature of tech companies, regulation should involve international cooperation. In this respect, the European Commission initiative will lay the foundations for further work.

---


One already existing successful European initiative is the East Stratcom Task Force and the related EUvsDisInfo website\(^{79}\). The latter has a rather narrow remit with its focus on pro-Kremlin disinformation. Also at EU level, the recent establishment of the independent High Level Expert Group (HLEG) on Online Disinformation is also a promising step towards a Europe-wide, collaborative approach (HLEG report, 2018).

However, as the Cambridge Analytica scandal has shown\(^{80}\), there are also other political actors promoting disinformation and online propaganda and some of them also operate in different countries.

As representative bodies, national parliaments as well as the European parliament have felt the urge to work together on questioning the accountability of platforms. Such cooperation was particularly visible during the auditions of Facebook by the European Parliament, and more recently the British parliament, together with nine parliaments gathered in a “Grand committee” questioning the company’s accountability on the “Cambridge Analytica” scandal and its aftermath. Following this audition, parliamentarians from across the world signed a declaration on the “Principles of the Law Governing the Internet”\(^{81}\), stating that “The internet is global and law relating to it must derive from globally agreed principles”. G7 countries are considering a coordinated action on disinformation, also following reflexions in international fora such as the OCDE and the Internet Governance Forum of the United Nations.

This has also motivated a number of prime ministers, presidents, and Nobel peace prize winner to issue a joint statement\(^{82}\) on 14 November 2018, calling for a sustained and coordinated approach:

“We must act now to protect our access to independent, pluralistic, facts-based information, which is essential for people to freely form their opinions and play an active and constructive role in democratic debates. “

The need for stronger international collaboration is also echoed in some of the recommendations of the UK DCMS Parliamentary Inquiry into online disinfection (DCMS report, 2018) and the UK Government’s response (DCMS HC 1630, 2018).

\(^{79}\) https://euvsdisinfo.eu/
5. Social and Collaborative Approaches

A 2018 Eurobarometer survey (Eurobarometer, 2018) of 26,576 EU citizens in the 28 EU member states established that only 15% of the respondents felt very confident in identifying false news content. The first step of the verification process is the ability to distinguish factual from opinion statements, where a Pew Research Center study has shown that (on average) only 25% of Americans are able to recognise factual news statements (Gottfried & Grieco, 2018), with the number rising to 33% for younger Americans.

This lack of knowledge, coupled with the fact that legal and technological approaches cannot fully eradicate online propaganda and disinformation, has underlined the importance of finding ways to turn citizens away from being genuine disinformation amplifiers and into engaged disinformation filters.

5.1. Media Literacy

In that context, media literacy and critical thinking are widely regarded as the key skills required by citizens to engage more effectively with online information and social platforms. According to Wikipedia, media literacy “encompasses the practices that allow people to access, critically evaluate, and create media”.

---

83 The online quiz used by this study is available at: http://www.pewresearch.org/quiz/news-statements-quiz/
84 https://en.wikipedia.org/wiki/Media_literacy
As only a fraction of the EU population is “born digital” and have developed such advanced media literacy skills, the public consultation\(^85\) on fake news and online disinformation concluded that it is necessary to establish and strengthen “efforts in increasing media literacy at all levels, from school pupils to adult audience, and among actors, from end-users to journalists”.

Gamification, i.e. teaching through participation in a game, is an engaging way for people (not just school children) to gain knowledge and experience. The Drog initiative\(^86\) has brought together academics, journalists, and media experts to build an online game - Bad News, which aims to educate people about the various tactics employed in online propaganda and disinformation campaigns, by offering a hands-on experience in how they work in practice (see Figure 19, left). Another similar educational game is Fakey\(^87\) (see Figure 19, right) by the University of Indiana. It asks players to share or like credible articles and report for fact-checking suspicious ones. The game shows headlines, images, and the first couple of sentences of each article, in a simulation of a standard social media timeline. Article source information is only revealed if the player presses the Hint button.

There are also more traditional, school-based approaches to media literacy, which are targeting pre-teens and teens, just as they start taking interest in social media, news, and politics. Lie Detectors\(^88\) is one such non-profit initiative in Belgium and Germany, which puts journalists in the classrooms to interact directly with pupils and teach about news literacy and news verification practices. There is a similar initiative in France led by journalists from Le Monde\(^89\). In the UK, the BBC has been running media literacy training in schools\(^90\) and is now rolling out this programme in India, Kenya,

---

86 https://aboutbadnews.com/
87 https://fakey.iuni.iu.edu/
88 https://lie-detectors.org/
89 https://www.lemonde.fr/les-decodeurs/article/2017/02/02/le-monde-s-engage-dans-l-education-a-l-information_5073215_4355770.html
90 https://www.bbc.co.uk/newsround/39032291, https://www.bbc.co.uk/cbbc/quizzes/real-or-fake-news-quiz
and more globally through its Beyond Fake News project (BBC News, 2018). In Italy, politicians have spearheaded a program to teach media literacy to high school children. For older teens (15-18 years old), the International Factchecking Network has produced a role-playing card game (in English, Italian, Portuguese, and Spanish), with students playing newsroom journalists covering a controversial referendum, marred by online propaganda and disinformation.

With recent studies showing that the older generation (above 50 years old) has lower than average ability to recognise factual information (Gottfried & Grieco, 2018) and remember already debunked false claims (Mantzarlis, 2017), one very significant challenge is how best to deliver media literacy information to that generation. The previously discussed approaches are not suitable, as older people are much less likely to use online games and rely significantly less on social media platforms as their source of news (Ofcom 2018). One promising way is to deliver special programmes through mainstream TV channels, similar to the BBC’s Beyond Fake News project, which has just launched an entire series of documentaries, special reports and features across the BBC’s networks in Africa, India, Asia Pacific, Europe, and the Americas and is delivered via TV, radio, and online.

Online materials on verification and fact checking, aimed at the general public are also increasingly becoming available (e.g. Edutopia, a New York Times lesson plan), some of them also in languages other than English. To make the process easier to understand, the International Fact Checking Network has produced a 7-step fact checking cartoon, currently available in English, French, Italian, Portuguese, and Swahili. The UK independent fact-checking charity Full Fact has produced a similar, 10-step misinformation detection toolkit, as well as offering a collection of children-oriented literacy materials. The main challenge at the moment is how to help the general public (especially those holding polarized views) to discover these and invest the time to learn and practice in mindful social media engagement behaviour.

5.2. From Amplifiers to Filters: Citizens’ Role in Disinformation Containment

In addition to utilising AI algorithms to flag false content, social platforms have also empowered their users with the ability to flag suspicious content, which is then checked manually by the platform’s content moderators. This is another reason why raising citizen awareness of online disinformation and knowledge of how to recognise and contain it are even more important.

Recent research has demonstrated that some citizens, when made aware of misinformation, can alter their online behaviour and help reduce further misinformation spread by refraining from liking or re-sharing. For example, when users encounter a false post on Facebook and are shown related stories that correct this misinformation (e.g. from fact-checkers), their belief in the false post is significantly reduced (Bode & Vraga, 2015). This is the advanced warning technique from social and behaviour science research (Cook et al, 2015). Initiatives such as Politifact’s Truth-o-meter also help, as they increase transparency and help voters see which politicians make trustworthy statements.

While changing user online behaviour can significantly reduce organic amplification of disinformation, the current challenge is in finding the best way to make such a behaviour change
take place. This is particularly difficult at present, as we are still lacking sufficient understanding of “...what demographics are most vulnerable or most likely to be targeted, why they are receptive to disinformation, and the mechanics of how disinformation spreads within their networks online and offline is key to finding effective solutions in the long term.” (Monaco, 2018)

Further research and algorithm development on these topics are very important, for two reasons. Firstly, debunking or labelling misinformation is not effective for highly polarised users who have already strong belief in misinformation by encountering it many previous times - the familiarity effect (Swire et al, 2017b). Psychology and social science research on debunking and misinformation has also demonstrated that “persistence [of beliefs in misinformation] was stronger and the debunking effect was weaker when audiences generated reasons in support of the initial misinformation.” (Chan et al, 2017).

Secondly, such better demographic modelling would also help with formulating more effective strategies to change online citizen behaviour. Researchers, for example, have found that longer, more explanatory debunks are more effective in changing the beliefs of some users (Chan et al, 2017; Swire et al, 2017b). However, at the same time the same longer debunks amplify the misinformation-persistence effect in other users (Chan et al, 2017).

These findings demonstrate the need for a more personalised approach towards persuading social platform users to reduce their belief in and exposure to online misinformation. One promising avenue is to use micro-targeting to amplify the effects of debunking, e.g. by suggesting debunks from sources that are better aligned with the user’s political views. Bots can likewise help to scale up such personalised debunking efforts. This approach will be experimented with in the new WeVerify97 H2020 research initiative. If successful, social platforms themselves could adopt such an approach, based on the fine-grained user profiling information that they already have. Citizens can also be effective in mitigating online abuse. For example, as part of the TrollBusters initiative, online communities of users have helped counter trolls by posting positive messages that drown out the abusive content from the troll account(s) (RSF, 2018).

Civil society organisations and citizens also play an important role in checking continuously that social platforms protect freedom of expression and implement robust mechanisms for appealing wrongly suspended accounts and deleted posts. The Santa Clara Principles on Transparency and Accountability in Content Moderation98 call on social platforms to report regularly on how many posts and accounts are suspended/deleted and the reasons behind these actions, as well as provide a timely appeal mechanism where decisions are re-reviewed by a human moderator. As detailed in a recent civil petition towards Facebook99, this is essential for protecting freedom of expression and absolutely necessary since the platform’s algorithms and moderators do make mistakes and given the number of users and daily posts on the platform, these do amount to a significant problem.

Recent victims have been a Danish politician100 and the Philadelphia Museum of Modern Art, when art photos posted by these accounts were censored by Facebook’s nudity detection algorithms. What these cases also demonstrate is that current AI algorithms are still very limited in their “understanding” of culture and context and thus, it is essential that social platforms do not implement fully automated processes, without humans in the loop.

---

97 https://www.weverify.eu
98 https://santaclaraprinciples.org/
100 https://www.bbc.co.uk/news/blogs-news-from-elsewhere-35221329
5.3. Journalist-Oriented Initiatives

Journalists, researchers, and some organisations have created a number of initiatives and resources, aimed at improving news quality and fighting online misinformation.

The recent Yellow Jacket movement in France is considered by fact-checkers like Guillaume Daudin\textsuperscript{101} to have helped enlarge the fact-checker’s audience and credibility. Debunking posted by Daudin’s team seems to have been shared more than the initial hoax\textsuperscript{102}, although no impact studies have been conducted to assess the audiences reached by the debunking story and whether they overlap with those spreading the hoax.

Firstly, a growing amount of verification literacy materials and programmes are being created, e.g. the UNESCO Handbook for Journalism Education and Training (Ireton & Posetti, 2018) and the learning module on the history of disinformation (Posetti & Matthews, 2018). The First Draft initiative\textsuperscript{103} also provides courses for journalists in verifying media, websites, visual memes, and manipulated videos.

A second kind of useful shared resources for journalists are aimed at helping with accurate reporting, e.g. by providing a trustworthy resource of the latest research on key news topics\textsuperscript{104}, latest advice on media engagement strategies\textsuperscript{105}, a centralised resource of public government data\textsuperscript{106} or thoroughly fact-checked information and statistics on economy, health, immigration, etc\textsuperscript{107}. Many of these resources, however, are currently country- and language-specific and are designed purely for human consumption. Their usefulness in fact-checking and content verification can be improved further, if they are also equipped with programming interfaces and support data interchange standards.

There is also now awareness that journalists can benefit from working more closely with researchers, in order to benefit from the latest advances in psychology, social science, and data science (Lazer et al., 2017). There is also scope for learning from experts in information operations and strategic communications (Jeangène Vilmer et al., 2018), e.g. around the best debunking strategies for countering misinformation.

Since media itself and journalists are often targets of online disinformation campaigns and online abuse, there are now also social initiatives aimed at tracking press freedom and journalist abuse. One such example is the U.S. Press Freedom Tracker, which is a nonpartisan online resource supported by more than 20 press freedom organisations, including Reporters Without Borders (RSF 2017).

Trusted journalists and media are also in the position to carry out new research into the origins and mechanisms for spreading online misinformation, e.g. through data analysis and interviews. For instance, the BBC’s Beyond Fake News project has released new research into misinformation on encrypted messaging apps in India, Kenya, and Nigeria (BBC News, 2018). Unlike Twitter, Facebook, YouTube, and Reddit, information on such closed apps is not available to independent researchers.

\textsuperscript{102} https://twitter.com/Jacques_Pezet/status/1065653483108515844
\textsuperscript{103} https://firstdraftnews.org/en/education/learn/
\textsuperscript{104} https://journalistsresource.org/
\textsuperscript{105} https://mediaengagement.org/
\textsuperscript{106} https://datausa.io/
\textsuperscript{107} https://fullfact.org/finder/
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through public APIs, which is currently a major limiting factor in academic research on online misinformation.
6. Initiatives Mapping

This section first discusses the online survey of disinformation initiatives that was carried out as part of this study. Next, Section Error! Reference source not found. presents a summary of EU and national technological, legal, and social initiatives for fighting online misinformation.

6.1. Survey of initiatives

During this study an online survey was used to gather the opinions and experience of different initiatives about disinformation. The survey run from August to October 2018 and received 16 responses. The survey questionnaire is available in the Annexes. The purpose of the survey was to collect information from different initiatives, which has been incorporated in the different sections of this report. It also aimed to collect the views of the initiatives about disinformation, obstacles they experience, collaboration efforts, legislation and policy measures against it. This section describes the initiatives views.

6.1.1. Initiative obstacles to achieve their objectives

**Obstacles to data access**

The first obstacle reported most frequently is about access to data from social media networks. Data access is currently reported as either impossible or with problems. Some social media platforms lack data access schemes, while others offer limited access and, in some cases, very expensive. Access to historical data is needed in addition to real time data, as sometimes the relevance of some data becomes clear only after the event or it could be removed. When content is removed, it is unclear if the platform or the user removed it and it is impossible to determine the original piece of information. In general, the responses report a lack of political willingness from the platforms to help media or research activities on content verification.

**Obstacles about resources**

Human, financial and infrastructure resources to make new and keep current initiatives operational were also identified as an obstacle in the responses. Financial resources are linked to having appropriate funding for personnel, debunking activities and the tools needed to support these activities. Since debunking disinformation is an area with limited commercial potential, securing funding for these activities from the private sector is difficult and public funds are needed. An additional resource related obstacle extends to the lack of resources dedicated to fact-checking, as well as, the interest and time/effort availability of journalists as main actors in the debunking processes. Although in theory everyone agrees that fact-checking is important, in practice, some media organisations devote minimal to zero resources to verify news before publishing. Although technology can strongly support content verification, humans are still required and - at least for the near future – have the role and responsibility to decide about information being true or false and the many in-between results of partially true or false. Usually, tools do not give a final verdict as to whether a claim is real or not but help users by providing useful relevant information, which they need to analyse and interpret to complete their assessment. Lastly, infrastructure resources are related to the need for having available high-performance computational power and high storage space to store and analyse the large scale of the available data.

**Obstacles to diffusion of debunking disinformation**

One of the responses quoted the nature of the disinformation spread as being extremely effective. The overwhelming consequences it has on raising a political divide and a disputed political climate can consequently swing votes in favour of populism. This facet of disinformation was reported as the “catalyst on a minefield of social issues”. The lack of an effective diffusion strategy or process of
debunking results to large audiences was reported. This aspect was also mentioned in the 3rd case study of this report about disinformation during the French elections in 2018.

**Technological obstacles**

Reported obstacles also extend to weaknesses found in available technologies with some technologies still requiring further research. While the visual content found online, images and video, are of low quality, it makes the work of technological solutions more difficult. Frequently, the available tools may not scale well on cases with large data sets and the process of data analysis in the background is not always clear to end users, e.g. how algorithms calculate a particular score. Technical skills may be required to install the newly developed tools and their components, being the outputs from research efforts and often, the results of these tools are hard to communicate to non-experts.

**Legal obstacles**

Legislation imposed actions do not seem to introduce significant obstacles, other than compliance with GDPR.

### 6.1.2. Collaboration amongst the initiatives

The responses received show ongoing collaboration efforts between some of the initiatives. Overall, initiatives are aware of each other and participate in each other’s networks. Collaboration amongst research projects, academia, civil society organisations, human rights organisations, media literacy associations and teams of social media networks working on fact checking was reported. A lot of the existing initiatives are collaborative efforts building on the outputs and experience of previous collaborations. Research project partners continue their work on new projects and in some cases, consortium partners have formed private partnerships, e.g. Truly Media. Initiatives have also funded the work of other initiatives, e.g. the development of the resource "A Field Guide to Fake News" by the Public Data Lab was funded by First Draft.

### 6.1.3. Legislation as a measure to fight disinformation

The initiatives that responded to the survey do not show a uniform opinion on whether legislation is an effective measure to fight disinformation, proving the complexity of the question. Some responses report that legislation is already available but not enforced rigorously.

One approach to legislation against fake news that was reported is to make accountable the responsible entities, when there is proof of disinformation beyond reasonable doubt. A different approach is to regulate the channels and web platforms that act as a tool to spread disinformation, in the same way media organisations are regulated, resulting in an approach of unified handling of mass media and the web.

A legislative approach to disinformation should be able to adapt to the acceleration of the high-speed societies, e.g. very quick bailiff’s reports. On a similar note, a reason why legislation may not be effective is also the high-speed that technological tools progress and their use is changing, introducing new ways that disinformation might appear and spread.

It was reported that the emphasis of legislation should be more on fighting the quick spreading characteristic of disinformation, “virality”, than the actual disinformation content. Focusing on the disinformation content and the publisher introduces a risk of restricting or censoring free speech. This topic is the main point of those who believe that legislation is not the right measure to fight disinformation and stresses the importance of adopting a very careful and moderate
implementation. A false positive result in this case, may end up being used to censor legitimate content and news.
Those not supporting legislation as a solution think that any legislation that targets the content and content providers will not be effective at addressing the problem. Instead it will cause more harm than good. Similarly, putting the onus on social media platforms to remove content that is "fake" could lead to collateral censorship, where platforms over-censor to avoid liability. This could have a chilling effect on freedom of speech and degrade the overall value of these platforms for legitimate democratic participation and deliberation.

A response that does not support legislative actions, describes that democracy must also tolerate false propositions. Adequate provisions should be made to educate citizens and ensure tools are available for self-education or self-training.

6.1.4. Policy actions as a measure to fight disinformation
The most reported policy action by respondents is about media literacy and public awareness. Policy should focus on empowering civil society, journalists and activists to enhance their media literacy and learn ways to spot disinformation and avoid spreading it further.

Citizens should be aware about the impact of disinformation, about its scale in terms of how often it appears and how important it is, about the critical thinking they need to exercise and about the tools and resources available to them that can help verify information. Media literacy and awareness is reported as an essential skill that should start early in classrooms and be carried out throughout school education, even primary education. Collecting and exposing to the broadest public what is happening in the disinformation ecosystem will result in more actors establishing common ground and can help bridge the gaps between academia and civil society.

The suggestions for policy action to promote investment in media literacy are followed by suggestions for policy actions to achieve improved technology for fighting disinformation. Funding for research efforts is quoted but also pressure on web platforms as a leverage to establish a more effective collaboration with independent research efforts and allow independent auditors to analyse the results that algorithms produce for different users.

The legislative approach is also reported in the responses, raising the concerns described in the previous section and firstly suggesting enforcement of existing rules and regulations more strictly. Quick and speedy rulings, e.g. court capacity, were mentioned in addition to making legal issues clearer to society at a greater level. Legislation is considered important but, in all cases, it should be applied very carefully in order to protect free speech. The role of governments was also described as not being directly involved but encouraging the private industry to establish standards and certification.

Policy actions suggested involved efforts to improve transparency, e.g. around political advertisements, publishing newsfeed statistics, publishing take-down statistics, improved standards for content moderation, implementing an appeals process for users, and hiring diverse and globally representative moderators. Policy actions don't necessarily directly address disinformation but deal with some of the larger systemic issues that are the root cause of why disinformation spreads quickly on social media platforms and aim to introduce the right measure to reduce this phenomenon and ecosystem.

A European observatory of disinformation is suggested in the responses without a clear description of its objectives. Considering the responses in other questions, it can be assumed that its role can be related to monitoring the disinformation phenomenon, raise awareness and drive policy actions.
6.2. Roadmap of initiatives

As part of this study, over 55 EU member state and 15 EU-level initiatives towards fighting online propaganda and disinformation were identified. The list is being continuously updated and is available on demand, as new ones emerge. A current snapshot appears in Appendix II and III.

Amongst the 15 EU initiatives, 8 are EU-funded research and innovation projects, developing technological solutions to online misinformation; 4 are government and policy initiatives; and the remaining ones are academic research and non-profit initiatives.

Amongst national initiatives from EU member states, the largest number are in the UK, France, Italy, Germany and Belgium. Many of these came in preparation for and following elections and referenda in these countries between 2016 and 2018. In terms of approaches, 20% of the initiatives are legal ones; 53% – social; and 27% – technological.

These figures indicate that further initiatives are needed, in order to develop new multilingual technology for identification and containment of online disinformation, especially since current technological approaches are aimed almost exclusively at English-language content.
7. Case studies

This section introduces three key case studies on:

1. **The utility of automated technology in detecting social media content analysis**
   - Case Study 1: The InVID verification plugin

2. **Identifying and containing online disinformation while it still spreads**
   - Case Study 2: Mis- and disinformation about the Brexit referendum

3. **Identifying and containing online disinformation while it still spreads**
   - Case Study 3: Mis- and Disinformation during the French elections #MacronLeaks

7.1. Case Study 1: The InVID verification plugin

7.1.1. What is the InVID plugin?

The InVID plugin (InVID Project, Online 1) is a browser extension aiming to “debunk fake news and to verify videos and images”. It can be added to Google Chrome and Mozilla Firefox on different operating systems and it offers several tools allowing end users to verify content on their own. The tools provided allow users to:

- get contextual information from videos, read video and image metadata and copyright information
- perform reverse image search on different search engines
- fragment videos into keyframes
- enhance and explore keyframes and images through a magnifying lens
- query Twitter more efficiently through time intervals and many other filters
- apply forensic filters on still images
- check video rights (on YouTube, Twitter or Facebook)

7.1.2. Who is using the InVID plugin?

The InVID plugin has been developed in the context of the EU funded project InVID and has been designed as a verification “Swiss army knife”. It aims to help journalists save time and be more efficient in their fact-checking and debunking tasks on social networks, especially when verifying videos and images.

Journalists are one of the main user groups of InVID plugin, including the BBC social media, European Broadcasting Union, German and French TV, New York Times and others, who use InVID daily to debunk fake news and verify user generated videos or images. Other user groups include human rights activists, such as the Office of the United Nations High Commissioner for Human Rights, Amnesty International, media literacy scholars and emergency response professionals related to the European 112 emergency number.

InVID’s user base is growing very rapidly and the plugin has attracted a lot of attention. On 2 October 2018, the plugin surpassed 6000 users on Google Chrome, while the InVID project website reports on 13 July 2018 (InVID Project, 2018) that the InVID
extension surpassed 4,000 installations, resulting in almost 2,000 new users in a period of two and a half months. Figure 20 shows the user growth of the InVID browser extension users over time.

### 7.1.3. How is the InVID being used?

The tools offered by the plugin can be used in several ways to verify content. InVID will extract location information and the most pertinent comments from a video file, while it will also extract the keyframes and allow the user to do a reverse image search or check for tweets including the video. Observing the timeline of tweets and further filtering the reverse image search results by using for example the Google search tools to search results over a given time period, helps ensure that the content from the video has not been available before the event that the video claims to cover.

InVID also enhances the advanced search of Twitter and allows users to search for keywords or hashtags over a given time period, specified up to the minute. Similarly, to the previously described functionality, the Twitter search offered by InVID helps verify content by allowing easy access to the timestamps of previous uses of the content under verification.

The InVID plugin offers four more tools helping content verification. The image magnifier lens allows to zoom or apply a magnifying lens on the image, a feature helpful to discover implicit knowledge such as written words, signs, banners, etc. The metadata tool displays the metadata found on the image or video file, including geocoordinates, if available, a feature helpful if the original metadata shows traces of software edition or to confirm the location of an event thanks to the geocoordinates and the automated positioning on a Google map with the possibility to visually check the surroundings with Google Street View. The video rights tool retrieves metadata about video usage rights from YouTube, Facebook or Twitter, describing how the video can be used, a feature that helps complying with the platforms licences. Lastly, the InVID plugin provides access to an image forensic service developed in the Reveal EU funded project. This service offers an image verification tool by using a series of image tampering detection algorithms, aiming to identify images that have been forged or “photoshopped”.

Overall, the InVID extension offers tools that provide easy and quick access to available technologies and tools, such as reverse image search, advanced search in social media, video analysis and makes metadata of the image and video files directly visible. These features are easily accessible to the user at the “click of a button”, eliminating the need for series of manipulations to use these tools and speed up the verification process. The contextual menu allows to launch InVID tools or image reverse search in one click while the launcher helps users to find direct links to image and video content from other platforms like Instagram, Vimeo, Liveleak to later use the keyframes fragmentation service on videos or the magnifier lens and forensic reveal service for still images.

### 7.1.4. Using the InVID plugin to verify video footage

Mangkhut was a powerful typhoon that struck the Philippines and Hong Kong in September 2018. A video posted and shared online appeared to show an airplane doing a 360-degree turn, at very low altitude, before landing. The video then showed the passengers being evacuated from the emergency slides. It was shared numerous times claiming the airplane landing during the typhoon was in Shenzhen, near Hong Kong in China. AFP (Agence France Presse) reports that in one occasion the video was watched more than 11 million times.
Doing a reverse image search of the keyframes using the InVID plugin revealed that the footage was already available before the typhoon. The review of the comments in the video post, identified a link to an identical video from 2017. AFP contacted the video producer, who confirmed that the first part of the video, with the airplane doing the 360-degree turn, was done by CGI (Computer Generated Imagery) by a film production company. The second part of the video with the evacuation process was from another past incident of a damaged plane landing in Shenzhen. This example shows how the plugin helped to quickly identify previous online content with the same footage and lead the verification team to confirm that the video was a stitch of two previous videos.

The example is described as explained on a post (AFP 2018) of the “Fact Check” blog of AFP. The blog contains the detailed story of the video verification process, in addition to many other disinformation cases, which the InVID plugin helped verify. Figure 21 shows a key frame from the YouTube video by the original video producer (MeniThings 2017).

7.1.5. Technical dependencies and limitations

The functionality of image similarity search using the search engines of Google, Yandex, Baidu, Tineye, Bing, and Karmadecay (for Reddit) have proved to offer good accuracy. However, the success of identifying images and videos previously used directly depend on the exhaustivity of the indexing done by the search engines. If more fake images are indexed than the original, it may become difficult to retrieve the original image or video, especially over time. Forensic analysis depends on the rate of compression of video files and poor quality of content spreading on social networks. More compression reduces the video quality and hence makes forensic analysis more difficult. Media forensic still needs more research and development, involving software makers.

Social network analysis relies on getting full or large access to the main social media platforms. In the survey conducted during this study, it was reported that some limitations are imposed by the platforms in the verification process due to privacy concerns and lack of political willingness to help third parties like media or research projects to verify the content spreading on their servers. In addition to the InVID verification plugin, the InVID project has also developed a discovery dashboard of newsworthy user generated videos, an integrated video verification application (involving some of the main services of the plugin and more) and a mobile application for collecting user generated videos from the audience into a verification workflow.

7.2. Case Study 2: Disinformation during the 2016 UK EU membership referendum

7.2.1. Introduction

This study was carried out by researchers from the University of Sheffield, working closely with journalists from BuzzFeed UK. It was carried out retrospectively, with the data analysis taking place in November and December 2017. The initial aim was to quantify the role of Russia-linked Twitter accounts in the run up to the 2016 UK EU membership referendum. This led to the discovery of 45 linked suspected bot accounts that had been missed by Twitter, thus demonstrating the added
value of independent research. The study then investigated the spread of two key false claims made by politicians during the referendum campaign and demonstrated their much more significant impact.

7.2.2. Description of the dataset

The dataset includes around 17.5 million tweets between 30 March and 23 June 2016 inclusive (British EU referendum day). The highest volume was 2 million tweets on 23 June 2016 (excluding 3,300 lost due to rate limiting), with just over 1.5 million in poll opening times. Of the 2 million, 57% were retweets and 5% - replies. June 22nd was second highest, with 1.3 million tweets. The 17.5 million tweets were authored by just over 2 million distinct Twitter users (2,016,896).

Table 1: Description of dataset used to quantify the role of Russia-linked Twitter accounts in the run up to the 2016 UK EU membership referendum

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweets</td>
<td>~ 17.5 M</td>
</tr>
<tr>
<td>Distinct Twitter users</td>
<td>&gt; 2 M (2,016,896)</td>
</tr>
<tr>
<td>Date period</td>
<td>Between 30 March and 23 June 2016 (inclusive)</td>
</tr>
<tr>
<td>Keyword/hashtag sought</td>
<td>votein, yestoeu, leaveeu, beleave, EU referendum, voteremain, bremain, no2eu, betteroffout, strongerin, euref, betteroffin, eureferendum, yes2eu, voteleave, voteout, notoeu, eureform, ukineu, britainout, brexit, leadnotleave</td>
</tr>
</tbody>
</table>

Some of the analysis focused on a subset of these, covering the month up to and including June 23rd. Within that period, there were just over 13.2 million tweets, from which:
- 4.5 million were original tweets (4,594,948)
- 7.7 million retweets (7,767,726)
- and 850 thousand replies (858,492)

These were sent by just over 1.8 million distinct users.

Data collection continued after the referendum, amassing over 93 million tweets between 24 June 2016 and 31 March 2017, when article 50 was triggered. A further 102 million tweets has been collected between 31 March 2017 and 18 December 2017. So far, the bulk of the analysis has focused on the pre-referendum tweets.

7.2.3. Russian involvement in social media during the referendum

The study analysed the activity of the accounts that were identified by Twitter as being associated with Russia in front of the US Congress in the fall of 2017 (Recode 2017). In addition, journalists from BuzzFeed UK and the team from the University of Sheffield used the retweet network to identify another 45 suspicious accounts, subsequently suspended by Twitter (Phillips & Balls, 2017). The study looked at tweets posted by these accounts one month before the referendum, and did not uncover evidence of significant influence of the Russian trolls, as compared to the overall number of tweets on the referendum. Both the Russia-linked ads and Twitter accounts did not have major influence.

These accounts produced 3,200 tweets in the data set analysed and just over 800 of those —about 26%— came from the new 45 accounts that were identified. However, the 45 new accounts were tweeting in German, so even though they produced 800 tweets, their impact on the British voter is not very likely to have been significant.

The accounts that tweeted on 23 June 2016 (the day of the British referendum on EU membership) were different from those that tweeted before or after, with all tweets posted in German. Their behaviour is also different - with mostly retweets on referendum day by a tight network of anti-
Merkel accounts, often within seconds of each other. The findings are in line with those of Professor Cram from the University of Edinburgh, as reported in the Guardian (Booth et al., 2017). Similar to those identified by Twitter, the newly discovered accounts were largely ineffective in skewing public debate. They attracted few likes and retweets – the most successful message in the sample got 15 retweets.

An important distinction that needs to be made is between Russia-influenced accounts that used advertising on one hand, and the Russia-related bots found by Twitter and other researchers. The Twitter sockpuppet/bot accounts generally pretended to be authentic people (mostly American, some German) and would not resort to advertising, but instead tried to go viral or gain prominence through interactions on social media. An example of one such successful account/cyborg is Jenn_Abrams, illustrating how Russian talking points can seep into American mainstream media without even a single dollar spent on advertising (Collins & Cox 2017, O’Sullivan 2017, The Guardian Pass notes 2017).

7.2.4. Russia-sponsored media activity in social media

The study went on to analyse the influence of Russia-sponsored media and its Twitter posts. It first looked at the 6 Russia Today promoted tweets, as published by RT (Russia Today 2017). The 3 tweets before the referendum attracted 53 likes and 52 retweets, showing only a small scale activity. The study continued by analysing all tweets posted one month before 23 June 2016, which were either authored by Russia Today or Sputnik, or were retweets of these. This gives an indication of how much activity and engagement there was around these accounts. Table 2Table 1 puts the activity in context, comparing it to the equivalent statistics of the two main pro-leave and pro-remain Twitter accounts.

<table>
<thead>
<tr>
<th>Account</th>
<th>Original tweets</th>
<th>Retweets by others</th>
<th>Retweets by this account</th>
<th>Replies by account</th>
<th>Total tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>@RT_com - General Russia Today</td>
<td>39</td>
<td>2,080</td>
<td>62</td>
<td>0</td>
<td>2,181</td>
</tr>
<tr>
<td>@RTUKnews</td>
<td>78</td>
<td>2,547</td>
<td>28</td>
<td>1</td>
<td>2,654</td>
</tr>
<tr>
<td>@SputnikInt</td>
<td>148</td>
<td>1,810</td>
<td>3</td>
<td>2</td>
<td>1,963</td>
</tr>
<tr>
<td>@SputnikNewsUK</td>
<td>87</td>
<td>206</td>
<td>8</td>
<td>4</td>
<td>305</td>
</tr>
<tr>
<td>TOTAL</td>
<td>352</td>
<td>6,643</td>
<td>101</td>
<td>7</td>
<td>7,103</td>
</tr>
</tbody>
</table>

Table 2: Russia-sponsored media activity in Twitter in the run up to the 2016 UK EU membership referendum

The analysis of the accounts which retweeted RT_com and RTUKnews identified the account with the most retweets (75 retweets of Russia Today tweets) was a self-declared US-based account that retweets Alex Jones from infowars, RT_com, China Xynhua News, Al Jazeera, and an Iranian news account. This account (still live as of 27 Nov 2018) joined in Feb 2009 and as of 15 December 2017 had 1.09 million tweets, i.e. an average of more than 300 tweets per day, indicating it is a highly automated account. It has more than 4K followers, but follows only 33 accounts. Two of the next most active retweeters are a deleted and a suspended account, as well as two accounts that both stopped tweeting on 18 Sep 2016.
For the two Sputnik accounts, the top retweeter made 65 retweets. It declares itself as Ireland based, has 63.7K tweets and 19.6K likes; many self-authored tweets; last active on 2 May 2017; account created on May 2015; with 87 tweets a day on average, which possibly indicates an automated account. It also retweeted Russia Today 15 times. The next two Sputnik retweeters with 61 and 59 retweets respectively, are accounts with a high average post-per-day rate (350 and 1,000 respectively) and over 11k and 2k followers respectively. Lastly, four of the top 10 accounts have been suspended or deleted.

In conclusion, as these numbers demonstrate and similar to the IRA-linked troll accounts, Russia Today and Sputnik also had insignificant impact in social media conversations related to the referendum. As Table 2 demonstrates, just the two flagship referendum campaign accounts combined (Vote_Leave and StrongerIn) generated over 363,000 retweets or just under 55 times the retweets of RT and Sputnik.

**7.2.5. Impact of Russia-linked misinformation vs impact of false claims made by politicians during the referendum campaign**

A study (Moore & Ramsay 2017) of the news coverage of the British EU Referendum campaign established that the economy was the most covered issue, and in particular, the remain claim that Brexit would cost households £4,300 per year by 2030 and the leave campaign’s claim that the EU cost the UK £350 million each week. Therefore, the research focused on these two key claims and the relevant tweets about them.

With respect to the disputed £4,300 claim, 2,404 posts were identified in the dataset, including tweets, retweets, and replies referring to this claim. For the £350 million a week disputed claim - there are 32,755 pre-referendum posts in the dataset, including tweets, retweets, and replies. This is 4.6 times the 7,103 posts related to Russia Today and Sputnik and 10.2 times more than the 3,200 tweets by the Russia-linked accounts suspended by Twitter.

In particular, there are more than 1,500 tweets from different voters, with one of these wordings:

“Tam with @Vote_leave because we should stop sending £350 million per week to Brussels, and spend our money on our NHS instead.”

“I just voted to leave the EU by postal vote! Stop sending our tax money to Europe, spend it on the NHS instead! #VoteLeave #EUreferendum”

Many of those tweets have themselves received over a hundred likes and retweets each. This false claim is being regarded by media as one of the key ones behind the success of VoteLeave (Kirk 2017). Despite these findings, it is not possible to measure exactly the impact of this misinformation on voting behaviour based on tweets alone.

In conclusion, while it is important to quantify the potential impact of Russian misinformation, the much wider range of misinformation that is posted on Twitter, Facebook and other platforms and its overall impact needs to be considered as well. Another related question is studying the role played by hyperpartisan and mainstream media sites during the referendum campaign.

**7.3. Case Study 3: Mis- and Disinformation during the French elections #MacronLeaks**

**7.3.1. How #MacronLeaks started?**

A few hours before the closing of the official campaigns for the presidential elections in France on 7 May 2017, the hashtag #MacronLeaks started to spread on social networks. This hashtag was used to disseminate a leak of emails from the Macron campaign. Due to the timing of the event, the leak looked very suspicious as some excerpts from the emails referred to alleged discussions regarding
Mr Macron’s team openly buying drugs\footnote{\url{https://www.liberation.fr/politiques/2017/05/09/macronleaks-la-grande-foire-aux-fake-news_1567868&sa=D&ust=1541153862613000&usg=AFQjCNGwEcEymzrW7r33jepBZzDQ5SQ9041Q}}. The hashtag first appeared on Friday 5 May 2017 at 8.43 pm CEST and the period of silence started at midnight of the same day, allowing very little time to respond. The following timeline presents how the hashtag emerged and how Nicolas Vanderbiest revealed its creation and the communities involved.

- **8.35 PM CEST, Friday, 5 May 2017**
  A message was posted on the board “politically incorrect” of the anonymous forum 4chan with links to a file sharing website including numerous documents leaked form the team of the presidential candidate Emmanuel Macron.

- **8:49 PM CEST, Friday, 5 May 2017**
  First tweet using #MacronLeaks from Jack Posobiec
  \url{https://twitter.com/JackPosobiec/status/860567072010620929}

- **9:31 PM CEST, Friday, 5 May 2017**
  Wikileaks announce they’re examining the leak
  \url{https://twitter.com/wikileaks/status/860577607670276096}

- **11:01 PM CEST, Friday, 5 May 2017**
  First tweet from Nicolas Vanderbiest acknowledging there is something going on
  \url{https://twitter.com/Nico_VanderB/status/860600388415873025}

- **11:11 PM CEST, Friday, 5 May 2017**
  Nicolas Vanderbiest exposes pro-Trump/US alt-right accounts that are spreading the hashtag
  \url{https://twitter.com/Nico_VanderB/status/860602824375365632}

- **11:34 PM CEST, Friday, 5 May 2017**
  First map showing the spread, and the role of already identified French far-right activists into the spread
  \url{https://twitter.com/Nico_VanderB/status/860608583217668101}

- **11:41 PM CEST, Friday, 5 May 2017**
  Nicolas Vanderbiest exposes Florian Philippot (head of Marine Le Pen's campaign) and active officials from Front National of leaking fake news during the campaign. This tweet will be retweeted by the Macron Press team at 11:57 pm, 3 minutes before the end of the campaign.
  \url{https://twitter.com/Nico_VanderB/status/860610487742074880}

- **12:28 AM CEST, Saturday, 6 May 2017**
  Nicolas Vanderbiest exposes role and accountability of WikiLeaks and officials from the Front National in the spread of the #MacronLeaks
  \url{https://twitter.com/Nico_VanderB/status/860622206841311232}

- **12:40 AM CEST, Saturday, 6 May 2017**
  Nicolas Vanderbiest overlaps databases of people already tweeting about the MacronBahamas fake news, launched by Jack Posobiec two days before #MacronLeaks, and shows the same communities are spreading the rumours.
  \url{https://twitter.com/Nico_VanderB/status/860625172344315904}

These studies showed there were social media nests ready to spread fake news and rumours, these social media nests being populated by activists aggregated around certain candidates and foreign media outlets.

### 7.3.2. Sourcing #MacronLeaks

After the emergence of #MacronLeaks, many analysts focused on checking if the revealed information is related to fraud or misconduct by Emmanuel Macron and his team. Nicolas Vanderbiest checked who were the people spreading the hashtag and the information. The
methodology used by Nicolas Vanderbiest is “Sourcing”, i.e. the ability to quickly go back to source of the information and look at who started to spread the information, and who relayed it.

While sourcing #MacronLeaks, Nicolas Vanderbiest used the pro-Kremlin media outlets analysis (Nicolas Vanderbiest Online 1) that he published before the elections. The previous analysis helped in quickly making a match between some of those who were sharing the hashtag and those already identified to have previously spread misinformation in France.

Nicolas Vanderbiest believes that sourcing is not sufficient without rapidly communicating the findings, in order to restrict the disinformation spread while following it in real time while it occurs. This was done very rapidly by Nicolas Vanderbiest. Figure 22 shows a summary of the evidences he could publish on his Twitter account between 11 pm and 11:57 PM on May 5th.

Figure 22: Summary of evidences published on Twitter about #MacronLeaks

Source: Nicolas Vanderbiest
The end result of sourcing is a map (Figure 23) depicting the Twitter involvement of different communities on the topic being analysed.

At Midnight, the community in purple is the community fighting the #MacronLeaks and created mostly by the quick sourcing done by Nicolas Vanderbiest. Sourcing enables people who want to fight the misinformation the ability to start verifying the information very quickly and before it has been widely spread.

7.3.3. How is sourcing different from fact checking?

In contrast to fact checking, sourcing does not focus on verifying content. It focuses on the content’s online path. The aim of sourcing is to act as an early warning mechanism notifying the emergence of potential disinformation and giving time to fact checking to react quickly. In the experience of Nicolas Vanderbiest, this approach has been proven very helpful during the French elections and other events.

By focusing on communities instead of the content, sourcing allows to detect weak signals in rising stories. Sourcing is a live operational task during a crisis and produces results faster than fact checking. It alerts journalists and thus making an immediate impact on protecting “mainstream” communities from disinformation campaigns.

Sourcing is also different to quantitative content analysis and is not affected by the volume of information because it concentrates on the information spread and interactions between individuals constituting a community.

7.3.4. How sourcing identifies content of potential disinformation?

There are two ways to quickly identify content of potential disinformation, by narrative and by spotting accurate communities.

Identifying disinformation by narrative is based on the observation that most of the time, the narratives used are recurrent. Nicolas Vanderbiest identified that during the French presidential campaign, most of the false information concerned Emmanuel Macron employed the same narratives. These narratives are usually monitored, leading the monitoring process to the challenge of being able to filter out the “noise”, i.e. content not being part of a disinformative narrative, e.g. users countering it while using the same keywords. On very popular topics like the French elections involving millions of online posts, it is highly difficult and special expertise is required to identify and associate keywords with disinformation in order to filter out the noise. For instance, if you monitor the content with the keyword “Macron”, it will be difficult to spot very small things or weak signals.
and filter the pointless discussions. Focusing on the main disinformation spreaders, the launchers and suspicious accounts disinformation detection will be quicker.

To identify disinformation by spotting accurate communities, it is necessary to identify the communities likely to pass on disinformation. To do that, Nicolas Vanderbiest follows two methods:

- **Triangulation** It is the starting point when not enough preliminary information is available about accounts spreading disinformation. First, a list of existing media or other accounts spreading disinformation, for instance listed by other partners, are identified and their audience is extracted in order to identify recurring accounts, forming a network of potential disinformation agents.

- **A disinformation database** A disinformation database is established by identifying each piece of disinformation and analysing the network of accounts that have been spreading this. The database of disinformation is then searched for potential patterns of disinformation spread, e.g. accounts present in several cases of disinformation spread. This process leads the analysis to spotting recurring users who are most likely doing it intentionally.

The methods have been used by Nicolas Vanderbiest with good results during the French and Italian elections. By understanding communities regularly spreading misinformation and establishing patterns of misinformation spread, an early warning system is achieved able to score misinformation content. Networks that have been exposed in spreading “fake” content in the past could be monitored to spot new disinformation content and send early alerts to fact-checkers and journalists. This early warning system saves some time for journalists before the disinformation spreads and reaches the public, letting them gather enough information and facts to be ready for any spread outside of fringe communities.

### 7.3.5. Why and how is sourcing useful?

Fake news debunkers and fact-checkers focus on disproving information either by opposing factually correct information, or by conducting forensic analysis to prove manipulation, and then attempting to dilute the fake narrative with content debunking it. While crucial and highly effective, this process takes time and effort, requiring manual research or the use of forensic analysis tools. On
the example of #MacronLeaks, which was released only hours before the 48h electoral silence period, any traditional research would bring results long after the silence period was put in place, making it ineffective.

Sourcing on the other hand proved, within just an hour and a half, that the information was originating from highly untrustworthy sources and serial spreaders of fake news - alt-right MAGA & 4Chan activists, and then amplified by bots & Russian echo chambers. Nicolas Vanderbiest managed to publish results before midnight, giving civil society organisations and journalists enough time to share it and prevent a potential disaster.

The goal of Nicolas Vanderbiest was not to counter the attack within the community spreading the narrative. The impact of debunking with contrasting information has proven to be low (Zollo et al. 2017). The goal is to prevent journalists and other main influencers to become victims of disinformation that could seed doubt just before the elections.

Inherent to a massive operation like this is the impossibility to check and verify all content involved, especially in a matter of hours before an election. Therefore, the sourcing capability is a crucial complement to efforts of fact-checkers and journalists, buying time for them while information is verified.

The sourcing method of Nicolas Vanderbiest is not the whole solution. It offers a way to understand the communities spreading disinformation, the processes behind it, and provides a tool for live verification of information spread through social media. For the process to have impact it requires reaching an active audience as well as cooperating with traditional fact-checkers and journalists to definitively debunk a piece of disinformation. This is the beginning of building a complex, self-sustainable, systemic approach, which could shield societies from malicious external influence, considering the need for it to be constantly adapted to the ever-developing methodology of disinformation campaigns.
8. Policy options

This concluding section provides policy options on actions that could be taken and the stakeholders best placed to act upon these at national and European level. The likely effects of these actions will also be discussed, in as much detail as currently feasible. We have observed through this study and the case studies that solutions to counter disinformation require very different expertise and relied on the intersection of technological innovations and the involvement of civil society. Therefore the policy options are similarly organised: ones that are focusing on the solutions and tools that could be implemented, the others are looking at how to address the plethora of stakeholders involved.

8.1. Option 1: Enable research and innovation on technological responses

Many of the tech responses described in this report are relying on the new capabilities that machine learning and artificial intelligence are poised to bring. To enable such new research and innovation, a common data framework around disinformation should be put in place.

8.1.1. Preserving important social media content for future studies

The intersection of automated or semi-automated content, political propaganda, misinformation and disinformation is a key area in need of further investigation, but for which, scientists often lack the much needed data, while the data keepers lack the necessary transparency, motivation to investigate these issues, and willingness to create open and unbiased algorithms. The development of non-transparent monitoring systems within the large corporations that own and run social media platforms raises questions about their willingness and capacity to tackle the issue, when acting on their own. For instance, the recent New York Times investigation into Facebook (Frenkel et al, 2018), uncovered that prior to the Nov 2016 US presidential election, Facebook’s senior management were already aware of Russian hacker activity targeting people involved in the campaigns. Another example is when journalists from BuzzFeed UK worked with academics to uncover 45 suspected Russia-linked Twitter accounts, that had been missed by the platform’s own investigation (Phillips & Ball, 2017).

Data is essential for training machine learning and AI algorithms. In a data-driven environment, the main question is not only if the data is collected but whether if it is accessible, how and when. As disinformation techniques are evolving very quickly, researchers need to have uninterrupted access to large amounts of data, in order to evaluate, train and re-design methodologies.

When it comes to understanding online disinformation and its impact on society, there are still many outstanding questions that need to be researched and effective socio-technical solutions developed. Related to this, is the challenge of open and repeatable science on social media data, as again many of the posts in current datasets available for training and evaluation have been deleted or are not available. This causes a problem as algorithms do not have sufficient data to improve and neither can scientists determine easily whether a new method is really outperforming the state-of-the-art. Similar issues arise when trying to study online abuse of and from political stakeholders, as posts and accounts are suspended at a very high rate, or as dark adverts are used as a strategic campaign tool. As a first step to overcome at least partially this problem, some media organisations have started publishing social media datasets of high historical value, such as the deleted tweets of the Russia-linked troll accounts109.

---

109 https://www.nbcnews.com/tech/social-media/now-available-more-200-000-deleted-russian-troll-tweets-n844731
Governments and policy makers are thus in a position to help establish this much needed cooperation between social platforms and scientists, **promote the definition of policies for ethical, privacy-preserving research and data analytics** over social media data, and also to ensure the archiving and preservation of social media content of key historical value.

This could for instance, concern all publications and advertisements by political parties and official candidates **in a public depository that would be accessible for researchers and trusted third-parties**. Smart use of blockchain technology would also allow to make **content falsification** almost impossible by proving the origination of content. This technology would be particularly useful for videos or audio content, that can be falsified through deepfake technology. For example, a crowdsourced rating system could enable verified content to prevail unverified news.

### 8.1.2. Fund open-source and multidisciplinary research on automated methods for disinformation detection

As discussed already, there are emerging technologies for **veracity checking and verification of social media content** (going beyond images/video forensics). These include tools developed in several European projects (e.g. PHEME, WeVerify, InVID), tools assisting crowdsourced verification (e.g. CheckDesk, Veri.ly), citizen journalism (e.g. Citizen Desk), and repositories of checked facts/rumours (e.g. Emergent, FactCheck). However, many of those tools require further improvements. Whether disinformation is genuine, algorithmic, or paid, the corresponding detection algorithms should be developed further, to achieve accuracy comparable to that of email spam filter technology. New research should also focus on designing and piloting social and cognitive approaches to countering belief in and spread of misinformation. This research should be made open source, to enable open science and verifiable algorithms, as well as to enable companies and platforms to experiment easily with the new technology.

As already discussed in Section 2.3, artificial intelligence technologies make it possible to generate “deepfakes” which are even more difficult to identify and fact-check, especially as images and video are typically perceived as more credible. Journalists, researchers, platforms and technologist need to build a common understanding of those threats. A shared approach is required to address the human rights, journalistic, and technological challenges raised by this phenomenon. Collaborative research would enable the creation of tools such as reverse video search and prepare facing upcoming risks and scenarios.

### 8.1.3. Measure the effectiveness of technological solutions implemented by social media platforms and news media organisations

As discussed in Section 3, social platforms have started already to implement technologies and human curation workflows aimed at detecting bots and fake accounts, identifying hate speech, and flagging content that has been disputed by independent fact-checking organisations. As yet, however, there is no mechanism in place to verify independently the effectiveness of these counter-misinformation approaches, while at the same time evidence is emerging that they are not as effective as envisaged (e.g., reports that independent fact-checkers are receiving at most one article per day from Facebook (Salinas, 2018A), allegation of Russia-linked right wing propaganda still trying to influence the 2018 US midterm elections (Price, 2018)).

Consequently, we argue that objective and large-scale technology effectiveness evaluations are best carried out as a cooperation between academic researchers, journalists, and the platforms themselves. In order to prevent possible bias arising from exclusive sponsorships or data sharing agreements, the establishment of independent, multidisciplinary research centres on disinformation, as also advocated by the EU High Level Expert Group is proposed (HLEG report, 2018).
8.1.4. Outcomes for this option: Ethical implications of tech solutions

As private initiatives as well as public-funded projects already exist, these should deliver in the short to medium term new automated methods for disinformation detection. The European Union has several budgetary levers to help foster the needed innovation on science and technology. In particular, Horizon Europe (e.g. the new Digital Europe Program) could be used to fund collaborative research projects on disinformation detection. The creation of a shared data repository and infrastructure for large-scale multi-disciplinary research would require more significant investment. Such a flagship project, however, would have significant impact on regulation and research in the digital age.

At the same time, this new technology and innovation would only be possible within a strong legal framework, in particular regarding data protection. Moreover, the prospect of fully automated disinformation monitoring raises legitimate fears over censorship and infringement of freedom of speech. Therefore, algorithm transparency is a necessary condition to ensure that algorithmic choices are verifiable and bias-free. Algorithms do make mistakes, and as they are processing a large amount of data, these can have a cumulative effect. For example, wrongly suspending a social media account is a form of censorship and quick redress and independent human review mechanisms need to be put in place. At the same time, full algorithmic transparency carries out the danger of weakening their effectiveness, as it would allow actors who publish and disseminate disinformation to exploit weaknesses and devise evasion strategies.

8.2. Option 2: Improve the legal framework for transparency and accountability of platforms and political actors for content shared online

8.2.1. Build a transnational legal framework and support strong privacy protection

In order to build a coherent legal framework and avoid what could be considered as a “balkanisation” of the digital space, with different set of rules applicable at national and regional level, a coherent global framework of regulation should be put in place. In order to design the best possible approaches to overseeing or regulating global tech companies, legislators from multiple countries have already started to cooperate. One example is the “Grand Committee on Disinformation”, which comprised parliamentarians from nine countries tasked with gathering evidence from Facebook in November 2018. Regulation on the minimum set of obligations on dataset access for researchers on disinformation and the public data repository recommended in option 1 would be more effective if applicable globally. European actions and reflections in international fora such as the OECD and G7 certainly should be prioritised.

In a data-driven environment, the collection of data raises questions of privacy protection. While some datasets need to be made available for analysis and algorithm training, this should not be at the cost of privacy. Scandals on the misuse of personal data for micro-targeted political advertising have shown the need for a robust policy framework protecting citizens from the misuse of their personal data. The general data protection regulation sets out a clear framework in this respect. In order to build a comprehensive understanding of the issues at stake, the European Data Protection Supervisor (EDPS, 2018) has recommended a structured dialogue between regulators (data protection, consumer protection, competition and electoral regulation) both at national and European levels.

---

Nevertheless, the capacity to use and share datasets for research on disinformation now raises new challenges, especially since this data is essential for developing and assessing the effectiveness of new technologies. Therefore, further discussions are required on the best ways to protect citizens’ privacy, while making it possible for researchers to investigate the manipulation and diffusion of content online, within a well-defined framework of ethical and legal protocols and robust research methodologies.

Another important requirement towards such privacy-preserving legal framework is oriented towards transparency of algorithms on social platforms and provision of privacy-compliant access to data for journalists and researchers. With respect to preventing data misuse in online advertising, in particular, the EU High Level Expert Group on disinformation (HLEG report, 2018) has recommended that platforms “should ensure transparency and public accountability with regard to the processing of users’ data for advertisement placements, with due respect to privacy, freedom of expression and media pluralism.” There is also a strong argument for working with the online advertising industry to establish an ethics code and best practice guidelines.

There are also complementary technological developments, aimed at addressing the challenge of protecting user data. For instance, the Inrupt startup (led by the inventor of the World Wide Web - Sir Tim Berners-Lee) is developing a decentralised web platform, where users have a personal online datastore and control how applications access and use that (Brooker, 2018). If successful, this new individual data ownership model aligns well with the argument that “citizens do not lose control over the precious resource (data) and infrastructure (artificial intelligence), around which most of the future political and economic institutions will be built.” (Morozov, 2018)

8.2.2. User-centric moderation and fiduciary responsibilities of social platforms

When it comes to content regulation, there is a strong argument for holding social media companies accountable for moderating the information shared on their online platforms. Moderation, however, should not compromise freedom of speech, privacy, transparency and accountability (RSF, 2018). As a first step towards implementing user-centric moderation practices, researchers have identified a set of principles known as the Santa Clara principles. In particular:

- Companies should publish the numbers of posts removed and accounts permanently or temporarily suspended due to violations of their content guidelines.
- Companies should provide notice to each user whose content is taken down or account is suspended about the reason for the removal or suspension.
- Companies should provide a meaningful opportunity for timely appeal of any content removal or account suspension.

These recommendations are the necessary safeguards to the risks previously identified of tech-only solutions. Putting the user back at the centre of the moderation process, companies should provide citizens and regulators with transparent lists of the content removed and suspended accounts, as well as notice and justifications for moderation. Finally, the user should be able to appeal the moderation decision. In the spirit of these recommendations, Facebook announced the creation of an independent oversight group to adjudicate appeals on content moderation issues (Zuckerberg, 2018a).

To fully establish their liability, some advocate for social platforms to be considered publishers and be held accountable for the content shared on their online apps. As they operate more as a channel than as a media, such qualification can seem inadequate, with a risk of giving tech companies the possibility to limit freedom of speech. In this debate, there is a strong argument to create a new legal framework.

111 https://santaclaraprinciples.org/
category that would establish a clear liability for the tech companies to act against harmful and illegal content and protect users personal data. Going even further, digital media companies could become “information fiduciaries” - a new legal category, granting such companies specific role and obligations as facilitators of free-speech and collectors of personal data. (Balkin, 2019) The idea (similar to the obligations of doctors and lawyers) is to make user care and confidentiality the primary responsibility of social platforms, with loyalty towards end users not being compromised for business reasons. There is also an argument that fiduciary obligations exist irrespective of the contractual information in the platforms’ terms of service. As the European GDPR framework sets strong privacy protection, it could be investigated how such fiduciary obligations could also be applied to information shared online.

8.2.3. Strengthening trust in public institutions and political discourse online

Accountability over online content is particularly sensitive when it comes to political discourse and political campaigns. Today, political advertising uses micro-targeting based on sensitive personal data, in order to reach key voters, a practice that can threaten the very essence of the democratic debate.

Election law should be updated in order to regulate political campaigns in the online public sphere, ensure transparency, and prevent voter manipulation. The UK independent fact-checking charity FullFact has made a list of recommendations (Staines & Moy, 2018), which is more detailed and wider in scope than the recommendations of the High Level Expert Group (HLEG report, 2018). First, it is crucial that voters can identify political advertising as campaign material and that claims made in political adverts are verified as correct prior to the advert being published. Secondly, the “imprint rule” which requires printed campaign materials to state who is promoting them, should be extended to apply to online advertising. Thirdly, it recommends a regulatory body for political advertising and the creation of an up-to-date centralised public database of political ads, also available in a machine-readable format. Lastly, social platforms and advertising networks need to provide government bodies, such as national regulatory authorities, with real-time access to political advertising information.

Related to that are short-term actions that platforms can take, in order to curtail the use of bots for automated amplification of disinformation and other kinds of information manipulation. Firstly, platforms need to continue investing in developing better algorithms for discovery and suspension of bot networks. This is likely to have a positive impact, especially with respect to preventing low-credibility content and disinformation from going viral (Shao et al, 2018). The second short-term change could be for platforms to require automated accounts to declare themselves as such to the platform users (Nyst & Monaco, 2018). In this way, users will be able to identify easily artificially amplified content and take this into consideration when deciding whether to trust the information source and its content.

These options go significantly beyond the partial voluntary steps already undertaken by Twitter and Facebook in this regard.

8.2.4. Outcomes: a human rights approach to tech solutions

When considering regulatory responses to disinformation, there is a major risk of endangering free speech by trying to control what should be a “truthful” discourse. The Special Rapporteur’s 2018 report to the United Nations Human Rights Council advocates for smart regulation focused on ensuring transparency and mediation to enable the public to make choices on how to engage online. (UNHRC, 2018)
Another important area where international human rights law could be developed is towards recognizing (state-sponsored) trolling attacks as infringing the right of the targeted person to freedom of speech and access to information online (Nyst & Monaco, 2018).

8.3. Option 3: Strengthening Media and Improving Journalism and Political Campaigning Standards

8.3.1. Support and promote high quality journalism and political campaign standards

Ahead of the UK EU membership referendum, several British tabloids published inaccurate information on migration, terrorism and border control (Lythgoe & Dixon, 2016). This was then amplified by politicians and on social media, thus manipulating voter perceptions. The problem was compounded further by inaccurate statements made by prominent UK politicians and used in emotive political advertising.

In order to safeguard public trust in media, strong press standards should be defined and followed, supplemented by transparency on political advertising and political campaign standards. Many mainstream media are already carrying out key fact-checking and media literacy activities. However, these should be widened and adopted by all media. In addition, media should commit to respect high ethical standards, for example refraining from us of clickbait headlines on social media. In addition, as disinformation can sometimes spread locally, sometimes in a regional dialect, local reporting should also be supported with government subsidies.

8.3.2. Promote Fact Checking Efforts

National fact-checking initiatives should be promoted, as a collaboration between different media organisations, journalists and independent fact-checkers. Publicly funded media organisations should be supported and their content promoted on social platforms. In the meantime, politicians should be committed not to undermine the reputation of media and journalists.

Fact-checking can also be crowd-sourced with citizens flagging suspicious information which is then checked independently. Trust in public media organisations can also help with getting access to disinformation circulating on closed messaging platforms. For example, the BBC research project “Beyond Fake News”112 relied on readers who gave access to their encrypted messaging apps in Kenya, Nigeria and India, thus enabling new research on disinformation spread through these platforms.

To become an efficient source of reliable information for citizens, fact-checking efforts could rely on automated methods for checking against statistical sources or a shared database of already debunked misinformation. In addition, the outcomes of new research (as described in Option 1) need to be made understandable by non-specialists and disseminated to journalists and public organisations, in order to inform and strengthen their ability to detect and debunk disinformation. There is also ample scope for collaborative projects between journalists, media and researchers focused on content verification and fact checking.

112 https://www.bbc.co.uk/news/topics/cjxv13y27dyt/fake-news
8.3.3. Outcome: fact-checking on its own is not enough to combat disinformation

Fact-checking is a very time-consuming process, which unfortunately cannot be automated fully, due to the present limitations of AI algorithms but also the need for transparent decision making and the right to appeal. At present, it can take days to weeks to investigate whether a claim can be considered correct and comes from a trustworthy source. At the same time, hyperpartisan media, politicians, and online communities are rejecting the accuracy of reporting and the impartiality of mainstream media, since they consider them part of the establishment. This is not helped by the fact that a significant amount of unverified information and factually incorrect statements are published by traditional media and advocated by politicians. Such misinformation is then shared widely through social networks, where it can be amplified or presented out of its original context by online media, whose business model relies primarily on click-through traffic and online advertising. Altogether, this begs the questions if there is room for a sustainable business model of fact-checking.

8.4. Option 4: Interdisciplinary approaches and localised involvement from civil society

When it comes to fighting online disinformation, technology can be of significant help, but one should not forget that the phenomenon takes roots in and exploits social cracks. This study has described how multiple stakeholders with different backgrounds are working on the digital misinformation and disinformation ecosystem. Taken in isolation, these different approaches can address particular aspects of the issue, but, as argued also by the EU High Level Expert Group (HLEG report, 2018), its complex, multi-dimensional nature can only be tackled fully through a multi-stakeholder approach.

8.4.1. Support interdisciplinary approaches and invest in platforms for independent evidence-based research

Analysing the impact of social media on society and democracy involves a variety of actors from different backgrounds, including data scientists, artificial intelligence researchers, political and social scientists, as well as journalists. They need to work together alongside social media platforms and policy makers to gain full understanding of the mechanisms behind viral disinformation and the most effective ways to contain and prevent it. As argued already, journalists and scientists need access to public social media posts for research and experimentation purposes.

In order to prevent potential bias and conflict of interest, exclusive partnerships between social platforms and designated science labs need to be avoided. Instead, data and collaborations need to be made available to all stakeholders.

Thus, the creation, at the European and national levels, of independent platforms that facilitate collaborative evidence-based research and help promote best practice in detection and prevention of online disinformation is proposed. The platforms could also act as initiative incubators. They could be designed as independent consultative bodies, similar to the Digital National Council in France, combined with national or European research institutes that bring together scientists from multiple organisations and disciplines.

113 The Digital National Council (Conseil National du Numérique) is a government-supported independent body, producing recommendations on digital economy regulations. Its board is mainly composed by digital entrepreneurs. https://cnnumerique.fr/

114 The UK Alan Turing Institute was established in 2015 as a national institute for data science and artificial intelligence. Since late 2017 it brings together scientists from nine UK universities. https://www.turing.ac.uk/
8.4.2. Empower civil society to multiply efforts

As already discussed, social media companies have acknowledged the benefits of working alongside journalists and scientists, in order to gain better understanding of online disinformation and benefit from the latest advances in Artificial Intelligence research. For instance, Twitter have now released two large collections of tweets from already-suspended Russian and Iranian bot and troll accounts. Nevertheless, such private company initiatives should not be the only ones that we depend on. Civil society can and should also play the role of a counter balance and an independent stakeholder, working alongside and in cooperation with private companies and platforms to flag and debunk misinformation. Therefore, funds should be secured to support civil society initiatives. In particular, knowledge sharing should be encouraged, thus building cross-expertise and avoiding duplicate projects by different organisations. Since disinformation campaigns can also cross linguistic, cultural, and national boundaries, there is also a strong argument for encouraging European-level civil society initiatives.

8.4.3. Promoting Media Literacy and Critical Thinking for Citizens

Media literacy and critical thinking certainly are key to fighting disinformation. From children over-exposed to online information, to elders needing to use new technologies, the audience spans all social and age groups. At present, media literacy education is most often delivered in face-to-face sessions by NGOs or widely respected media organisations (e.g. the BBC, Le Monde). To reach a wider audience across all social and age groups, such initiatives could be scaled-up in online format and promoted at a larger scale, for example via social networks and in schools. As a concrete example, the online game “Get bad news” puts the player in the shoes of a fake news tycoon to teach citizens how disinformation is created and spread. The biggest challenge at present is how to design effective media literacy interventions for the elderly, who are much less aware of the danger of misinformation on the internet, as well as the best ways to protect their privacy online.

8.4.4. Outcomes for this option: the challenge of scaling up the action and overcoming cognitive bias

Media literacy education is still delivered on a very small, localised scale, and it will take some time to scale that up on European level. It is best delivered through initiatives independent of the state, as it could be misconstrued as yet another form of government propaganda. Most importantly, citizens should be able to understand the rationale behind media literacy education and the source of the educational materials. Where possible, the design and delivery of media literacy education should be aligned with the knowledge and beliefs (both political and others) of its target demographic. This is similar to the challenges faced by fact checkers and platforms on the best way to present information, which could reinforce, rather than weaken belief in misinformation, especially in highly polarised communities.

---

115 https://about.twitter.com/en_us/values/elections-integrity.html#data
116 https://getbadnews.com/#intro
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9. ANNEX I: Survey Questions

**Technological, social and legislative responses to fake news**

9.1. Use of the information you provide

The information you provide by responding to this questionnaire will be used by the EU Disinfo Lab (http://disinfo.eu/) only for the study on “Technological responses to fake news”, requested by Directorate-General for Parliamentary Research Services Directorate for Impact Assessment and European Added Value Scientific Foresight Unit (STOA) of the European Parliament.

The response provided, including your personal details provided in the next section, may be shared with STOA.

Your responses will be used anonymously in the publicly available final report of the study.

Your name may be used in the final project report only if you select so in the following questions.

The information you provide will not be used in any other way without your explicit consent.

Do you agree with the intended use of the information described above? *

Yes/No

Can we quote your name in the publicly available final report? *

Yes/No

Can we publish with due accreditation some of your responses in annexes of the publicly available report? *

Yes/No

9.2. Personal Details

First Name *

Last Name *

Email *

Organisation *

Your role within the organisation

9.3. Participation in initiatives related to fake news, misinformation or disinformation

Name of initiative/project/organisation or other activity you participate

Please describe or send a link of your initiative/project

Initiative sponsor

Initiative location

- North America
- South America
- Asia
- Africa
- Oceania
- Antartica

Initiative start date (if applicable)

Initiative end date (if applicable)
Brief overview of the aims and expected results (up to 200 words)

9.4. Problem addressed

What kind of mis/disinformation problem are you solving?
- fact checking
- content verification
- source trustworthiness verification
- clickbait detection
- rumour detection
- network-based disinformation spread analysis
- measuring impact on citizen beliefs/actions
- debunking methods
- legal/ethical aspects
- Other:
Are you analysing only a specific type of misinformation, e.g. information specific to elections?

What platforms are you addressing?
- Fake news sites
- Twitter
- Facebook
- Reddit
- WhatsApp
- Other:
What content in what modalities are you addressing?
- Text
- Images
- Video
- Audio
- Other:
Which of the following are you addressing within your initiative?
- short-term responses to the most pressing problems
- longer-term responses to increase societal resilience to disinformation
- a framework for ensuring that the effectiveness of these responses is continuously evaluated
- Other:
What are the current obstacles for your initiative to achieve its objectives?
Are you collaborating with other organisations/initiatives and how?

9.5. Technical Solutions used

What tech solutions are you currently using/developing for each of the mis/disinformation problems above?
If you are using third-party technology, who is the developer of that technology?
Pointers to further materials on the tech you are using/developing
What are their weaknesses?
How accurate is the technology you are using/developing?
What data/use cases have you tested/evaluated it on?
What technological limitations have you encountered?
What’s preventing you from going further?
9.6. Legislation related to fake news, misinformation or disinformation

Which entities are the most relevant to deal with disinformation?

- The EU institutions
- National Governments
- Technology providers
- Civil society
- Academics
- NGOs
- Journalists
- Media agencies
- Other:

Are you aware of any national legislation related to fighting disinformation, and if yes, could you please provide us a pointer to a web page or give us its name?

Do you think that legislation is an effective way to fight fighting fake news?

What kind of policy actions could be taken and what kind of effects you expect they might have.
### 10. ANNEX II: EU initiatives roadmap

<table>
<thead>
<tr>
<th>Name</th>
<th>Approach</th>
<th>Stakeholders</th>
<th>Focus</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoInform EU Project</td>
<td>Tech</td>
<td>EU Project</td>
<td>Research and Technology Development</td>
<td>A Horizon 2020 EU-funded project to promote the interaction between researchers, journalists, private sector, non-profit sector and citizens against misinformation.</td>
</tr>
<tr>
<td>Council of Europe</td>
<td>Legal</td>
<td>Government</td>
<td>Regulation</td>
<td>The Council of Europe advocates freedom of expression and of the media, freedom of assembly, equality, and the protection of minorities. It has campaigned on a wide range of issues including child protection, online hate speech, and the rights of the Roma, Europe's largest minority. The Council of Europe helps member states to fight corruption and terrorism and to undertake necessary judicial reforms. Its group of constitutional experts, known as the Venice Commission, offers legal advice to countries throughout the world.</td>
</tr>
<tr>
<td>COMRADES EU Project</td>
<td>Tech</td>
<td>EU Project</td>
<td>Research and Technology Development</td>
<td>A H2020 EU project developing open-source, community resilience platform, designed by communities, for communities, to help them reconnect, respond to, and recover from crisis situations. It is developing technology for detecting crisis-related misinformation.</td>
</tr>
<tr>
<td>Dante EU Project</td>
<td>Tech</td>
<td>EU Project</td>
<td>Research and Technology Development</td>
<td>DANTE supports law enforcement authorities and counter terrorism in their everyday work. The proposed system will reduce the required investigation time by utilizing automatic processes for detecting relevant terrorist-related data in surface/deep/dark web.</td>
</tr>
<tr>
<td>EU Stratcomm Taskforce</td>
<td>Social</td>
<td>Government</td>
<td>Fact-checking</td>
<td>This initiative was established to deliver a response to pro-Kremlin disinformation. The 'EU versus Disinformation' campaign is run by the European External Action Service East Stratcom Task Force.</td>
</tr>
<tr>
<td>European Audiovisual</td>
<td>Legal</td>
<td>Government</td>
<td>Governmental Solution</td>
<td>Providing essential market and legal information on the audiovisual industry, a unique information network in Europe and a varied range of information products and services.</td>
</tr>
</tbody>
</table>
### Automated tackling of disinformation

<table>
<thead>
<tr>
<th>Project</th>
<th>Website</th>
<th>Sector</th>
<th>Level</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fandango EU Project</td>
<td><a href="https://fandango-project.eu/">https://fandango-project.eu/</a></td>
<td>Tech</td>
<td>EU</td>
<td>Research and Technology Development</td>
<td>The aim of FANDANGO is to verify different typologies of news data, media sources, social media, open data, so as to detect fake news and provide a more efficient and verified communication for all European citizens in three specific domains Climate, Immigration and European Context.</td>
</tr>
<tr>
<td>InVid EU Project</td>
<td><a href="https://www.invid-project.eu/">https://www.invid-project.eu/</a></td>
<td>Tech</td>
<td>EU</td>
<td>Research and Technology Development</td>
<td>InVID has developed services to detect, authenticate and check the reliability and accuracy of newsworthy video files and video content spread via social media.</td>
</tr>
<tr>
<td>Joint Research Centre (JRC)</td>
<td><a href="https://ec.europa.eu/info/departments/joint-research-centre_en">https://ec.europa.eu/info/departments/joint-research-centre_en</a></td>
<td>Tech</td>
<td>Academic</td>
<td>Research</td>
<td>JRC scientists carry out research, in order to provide independent scientific advice and support for EU policy makers.</td>
</tr>
<tr>
<td>PHEME EU Project</td>
<td><a href="https://www.pheme.eu/">https://www.pheme.eu/</a></td>
<td>Tech</td>
<td>EU</td>
<td>Research and Technology Development</td>
<td>The PHEME project develops machine learning algorithms to identify, track, and verify the veracity of online rumours.</td>
</tr>
<tr>
<td>Public Data Lab</td>
<td><a href="http://publicdatalab.org">http://publicdatalab.org</a></td>
<td>Social</td>
<td>Academic</td>
<td>Research and Technology Development</td>
<td>A pan-European, multi-disciplinary collaboration that explores the use of digital methods to study false viral news, political memes, trolling practices and their social life online and much more.</td>
</tr>
<tr>
<td>REVEAL EU Project</td>
<td><a href="https://revealproject.eu/">https://revealproject.eu/</a></td>
<td>Tech</td>
<td>EU</td>
<td>Research and Technology Development</td>
<td>The REVEAL project developed technology for image verification and high-level analysis of social media, including reputation, influence and credibility of information.</td>
</tr>
<tr>
<td>SoBigData EU Project</td>
<td><a href="http://sobigdata.eu/index">http://sobigdata.eu/index</a></td>
<td>Tech</td>
<td>EU</td>
<td>Research</td>
<td>The SoBigData project is developing a research infrastructure (RI) for large-scale social media analysis. Analysis of online disinformation and social debates during elections is one of the target applications.</td>
</tr>
</tbody>
</table>
## 11. ANNEX III: Initiatives in Member States roadmap

<table>
<thead>
<tr>
<th>Name</th>
<th>Approach</th>
<th>Country</th>
<th>Stakeholder</th>
<th>Focus</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mimikama</strong></td>
<td>Social</td>
<td>AT</td>
<td>Civil society</td>
<td>Media literacy</td>
<td>Austrian association providing Media literacy and fact-checked news on a web portal</td>
</tr>
<tr>
<td><strong>Belgian Overlegplatform</strong></td>
<td>Social/Legal</td>
<td>BE</td>
<td>Civil society</td>
<td>Regulation</td>
<td>Following the report of a Belgian expert group, the government created a platform to gather civil society actors fighting misinformation. It will collect useful resources and provide kickstart funding for innovative projects in Belgium, focusing on media literacy, academic research and improving journalism.</td>
</tr>
<tr>
<td><strong>Lie Detectors</strong></td>
<td>Social</td>
<td>BE</td>
<td>Civil Society</td>
<td>Media Literacy</td>
<td>Lie Detectors delivers media literacy training for schoolchildren in Europe aged 10-15. The goal is help children understand propaganda, distorted facts online, and news media, as well as make informed choices and resist peer pressure as they assemble their worldview</td>
</tr>
<tr>
<td><strong>Aspen Institute: Commission on Trust, Media and Democracy</strong></td>
<td>Legal</td>
<td>BE</td>
<td>Non-profit</td>
<td>Research</td>
<td>The Aspen Institute has earned a reputation for gathering diverse, nonpartisan thought leaders, creatives, scholars and members of the public.</td>
</tr>
<tr>
<td><strong>Hercule Platform</strong></td>
<td>Tech</td>
<td>BG</td>
<td>Company</td>
<td>Technology Solution</td>
<td>Hercule is an AI and Big Data platform for finding and fact-checking breaking news</td>
</tr>
<tr>
<td><strong>Human and Social Studies Platform</strong></td>
<td>Social</td>
<td>BG</td>
<td>Academic</td>
<td>Research</td>
<td>Social and political science and journalism research on propaganda narratives.</td>
</tr>
<tr>
<td><strong>Center for the Study of Democracy</strong></td>
<td>Social</td>
<td>BG</td>
<td>Academic</td>
<td>Research</td>
<td>Research on Russian propaganda narratives.</td>
</tr>
<tr>
<td><strong>Manipulatori</strong></td>
<td>Social</td>
<td>CZ</td>
<td>Company</td>
<td>Fact-checking</td>
<td>Manipulatori.cz is a Czech publishing platform, with focus on political marketing, public relations and communication. It supports fact-checking and projects leading to the improvement of public discourse.</td>
</tr>
<tr>
<td><strong>Fact Czech</strong></td>
<td>Social</td>
<td>CZ</td>
<td>Non-profit</td>
<td>Fact-checking</td>
<td>Fact-checking and verification training resources and courses for Czech students in journalism; guides for combatting misinformation and propaganda.</td>
</tr>
<tr>
<td><strong>Faktograf.hr</strong></td>
<td>Social</td>
<td>HR</td>
<td>Civil Society</td>
<td>Fact-checking</td>
<td>Fact-checking initiative in Croatia.</td>
</tr>
</tbody>
</table>
### Automated tackling of disinformation

<p>| <strong>Correctiv</strong> | Social | DE | Journalist | Fact-checking | Using collaborative tools and open source technology to provide fact-checking |
| <strong>German &quot;Network Enforcement Act&quot;</strong> | Legal | DE | Government | Governmental Solution | The Act set up a procedure for online platforms to remove &quot;obviously illegal&quot; posts within 24 hours or risk fines of up to €50 million. The Act makes the platforms accountable for the monitoring and removal of content. In particular, the handling of complaints shall be monitored via monthly checks by the social network’s management. |
| <strong>Faktenfinder</strong> | Social | DE | Journalist | Fact-checking | Initiative from ARD to gather fact-checking articles on one common platform |
| <strong>Wafana</strong> | Social | DE | Journalist | Media literacy | Initiative aiming at training german-speaking journalists to spot misinformation online |
| <strong>Crowdalyser</strong> | Tech | DE | Civil society | Technology Solution | Initiative developed at the MediaLab Bayern bringing software engineers and journalists to visualise narrative evolution and social media manipulation through sockpuppet accounts. |
| <strong>CaptainFact.io</strong> | Social | FR | Non-profit | Technology Solution | Collective and real-time fact checking. |
| <strong>Decodex</strong> | Tech | FR | Journalist | Fact-checking | Decodex is an initiative from Le Monde and Les Decodeurs to create an index of reliability and truthiness for online information. Based on journalism criterions, the Decodex ranks websites from green to red as trustworthy sources. |
| <strong>Les Décodeurs</strong> | Social | FR | Journalist | Fact-checking | A fact-checking initiative from Le Monde which verifies news and statements from politicians. |
| <strong>French &quot;Anti Fake News&quot; law</strong> | Legal | FR | Government | Governmental Solution | The French parliament is discussing a proposal that would enable law enforcement from the judge on fake news spread during electoral campaigns. |
| <strong>Visibrain</strong> | Tech | FR | Company | Fact-checking | Visibrain is a French company specialized in the monitoring and analysis of data circulating on the internet. They’ve worked with bloggers on disinformation and misinformation mapping. |
| <strong>CNRS - IRISA project</strong> | Tech | FR | Academic | Research | This project aims to combine a multi-modal research (source detection, similar context and similar images) to automatically detect misinformation content. |
| <strong>Climate Feedback</strong> | Social | FR | Academic | Fact-checking | Scientists fact-checking climate news |
| <strong>FightHoax</strong> | Tech | GR | Company | Technology Solution | FightHoax uses bulk requests to give contextual analysis to a news piece and track similarities with content posted elsewhere. |</p>
<table>
<thead>
<tr>
<th>Project</th>
<th>Sector</th>
<th>Country</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EllinicaHoax</td>
<td>Social</td>
<td>GR</td>
<td>Company</td>
<td>Fact-checking Resource of false information debunked by journalists and bloggers.</td>
</tr>
<tr>
<td>Truly Media</td>
<td>Tech</td>
<td>GR/DE</td>
<td>Civil Society</td>
<td>Fact-checking Collaborative content verification and fact-checking tool for newsroom journalists</td>
</tr>
<tr>
<td>Transparent Referendum Initiative</td>
<td>Social</td>
<td>IE</td>
<td>Civil Society</td>
<td>Fact-checking Volunteers providing fact-checking for the Irish referendum, to allow for an open, truthful and respectful debate.</td>
</tr>
<tr>
<td>Elezioni2018</td>
<td>Tech</td>
<td>IT</td>
<td>Academic</td>
<td>Research A project on political news coverage on the 2018 Italian general election by the Italian mainstream, digital and alternative media. It analyzes the level of engagement on Facebook and Twitter and measure its polarization as the fraction of overlapping active social media audiences across different media sources.</td>
</tr>
<tr>
<td>Laboratory of Data Science and Complexity at the University of Venezia</td>
<td>Tech</td>
<td>IT</td>
<td>Academic</td>
<td>Research Develop data-driven computational models of complex socio-cognitive systems. We work to develop innovative mathematical models and computational tools to better understand, anticipate and control massive social phenomena with a complex systems approach. The focus is on information and misinformation spreading and their effect on opinions. Recent findings showed the pivotal role of confirmation bias on informational cascades online as well as the inefficacy of debunking in contrasting misinformation spreading.</td>
</tr>
<tr>
<td>Polizia Postale</td>
<td>Legal</td>
<td>IT</td>
<td>Government</td>
<td>Governmental Solution The Postal Police (a division from national police) can be contacted regarding published misinformation. Then, a fact-check is operated by the police and published on the Postal Police website.</td>
</tr>
<tr>
<td>4Facts</td>
<td>Social</td>
<td>LV</td>
<td>Company</td>
<td>Technology Solution Aimed at opening up and popularising fact-checking so that misinformation is identified faster and consequently its distribution is minimized.</td>
</tr>
<tr>
<td>Fake news monitoring</td>
<td>Legal</td>
<td>LV</td>
<td>Government</td>
<td>Governmental Solution The Latvian government is considering to set up an institution monitoring fake news in Latvia.</td>
</tr>
<tr>
<td>Debunk</td>
<td>Social</td>
<td>LT</td>
<td>Civil Society</td>
<td>Fact-checking Civil society collaboration between media organisations, strategic communication experts and &quot;elves&quot; to debunk false stories in Lithuania.</td>
</tr>
</tbody>
</table>
| Drog                          | Social   | NL      | Civil Society      | Media literacy An online game teaching its users to create fake news pieces. By doing so, it gives citizens understanding of the disinformation mechanisms and strengthens their awareness of the issue.
<table>
<thead>
<tr>
<th><strong>The Hague Center for Strategic Studies (HCSS)</strong></th>
<th>Social</th>
<th>NL</th>
<th>Civil Society</th>
<th>Research</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Olimpiada Cyfrowa</strong></td>
<td>Social</td>
<td>PL</td>
<td>Government</td>
<td>Media literacy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Trudat</strong></td>
<td>Social</td>
<td>PL</td>
<td>Journalism</td>
<td>Fact-checking</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TrustServista</strong></td>
<td>Tech</td>
<td>RO</td>
<td>Company</td>
<td>Technology Solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Factba.se</strong></td>
<td>Social</td>
<td>SE</td>
<td>Company</td>
<td>Technology Solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MSB</strong></td>
<td>Social</td>
<td>SE</td>
<td>Government</td>
<td>Governmental Solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>The Beacon Project</strong></td>
<td>Social</td>
<td>SK, CZ, HU, PL</td>
<td>Civil Society</td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Research institute focused on Security with records on cybersecurity and disinformation studies.

Olimpiada Cyfrowa is a project launched in 2002 by the Modern Poland Foundation (Fundacja Nowoczesna Polska) and funded by the Ministry of Education and Sport and Ministry of Culture and National Heritage. The project targets secondary school pupils to raise their awareness about media skills and literacy, including critical analysis of information, media ethics, the language of media, and internet security. The project also motivates teachers to discuss security issues, the internet, media, and digital education in social media.

Trudat is an initiative from Polish media Natemat to fact-check information in Poland. They're also asking the general audience what information should be checked by journalists.

TrustServista uses advanced Artificial Intelligence algorithms in order to provide media professionals, analysts and content distributors with in-depth content analytics and verification capabilities.

Factbase is an initiative from Factsquared, using AI and data collection to create a repository of public declarations and statements from politicians and official organisations. This repository is made accessible for everyone to fact-check or verify information.

The Swedish Civil Contingency agency (MSB) has raised awareness around disinformation during crisis time through the diffusion of leaflets. They also monitored disinformation within the agency.

The Beacon Project’s ICT data collection tool, >versus<, is being developed to aid local media monitors and researchers to obtain qualitative and quantitative data from a wider range of sources. This database will be built by developing a collaborative standardized methodology to provide quality data on the scale and effectiveness of disinformation for the first time. In addition, this data will be further supported by new national polling initiatives.
<table>
<thead>
<tr>
<th><strong>Security Committee of the Spanish Congress</strong></th>
<th>Legal</th>
<th>SP</th>
<th>Government</th>
<th>Governmental Solution</th>
<th>Non-binding resolution from the Security Committee of the Spanish Congress to strengthen the media in order to fight disinformation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Open Evidence</strong></td>
<td>Tech</td>
<td>SP</td>
<td>Company</td>
<td>Research</td>
<td>Open Evidence, in consortium with RAND Europe, has been commissioned by the European Commission – DG CONNECT, to conduct the study on “Media Literacy and Online Empowerment issues raised by Algorithm-Driven Media Services”</td>
</tr>
<tr>
<td><strong>Observador</strong></td>
<td>Social</td>
<td>PT</td>
<td>Journalist</td>
<td>Fact-checking</td>
<td>Fact-checking website</td>
</tr>
<tr>
<td><strong>Breakthrough</strong></td>
<td>Social</td>
<td>UK</td>
<td>Company</td>
<td>Research</td>
<td>Full-service communications business by real-time audience engagement. Did some research around disinformation narratives</td>
</tr>
<tr>
<td><strong>Britain National Security Communications Unit</strong></td>
<td>Legal</td>
<td>UK</td>
<td>Government</td>
<td>Governmental Solution</td>
<td>The unit is tasked with &quot;combating disinformation by state actors and others&quot;. It will also help to &quot;deter&quot; the actions of those creating fake news.</td>
</tr>
<tr>
<td><strong>Digital Culture, Media, and Sport Committee on Disinformation and “Fake News”</strong></td>
<td>Legal</td>
<td>UK</td>
<td>Government</td>
<td>Governmental Solution</td>
<td>A UK Parliamentary committee investigating the causes and effects of online disinformation. The transcripts of all oral witness sessions and all written evidence submitted to the committee are publicly available, as well as the reports published by the committee itself</td>
</tr>
<tr>
<td><strong>Computational Propaganda project</strong></td>
<td>Tech</td>
<td>UK</td>
<td>Academic</td>
<td>Research</td>
<td>Investigating the use of algorithms, automation and computational propaganda in public life</td>
</tr>
<tr>
<td><strong>Factmata</strong></td>
<td>Tech</td>
<td>UK</td>
<td>Company</td>
<td>Technology Solution</td>
<td>Factmata is a company building algorithms for detecting hyperpartisan content, junk websites and hate speech. One of its main project is to develop a news platform that could help journalists and editors to verify information more quickly through the use of algorithms.</td>
</tr>
<tr>
<td><strong>FactCheckNI</strong></td>
<td>Social</td>
<td>UK</td>
<td>Civil Society</td>
<td>Fact-checking</td>
<td>Organisation providing fact-checking, tools and media literacy activities in Northern Ireland</td>
</tr>
</tbody>
</table>
### Automated tackling of disinformation

<table>
<thead>
<tr>
<th>Organization</th>
<th>Type</th>
<th>Country</th>
<th>Sector</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FullFact</strong></td>
<td>Social</td>
<td>UK</td>
<td>Non-profit</td>
<td>Journalistic Standards</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Full fact is a UK charity fact-checking information online and providing a toolkit to fight disinformation. It cooperates on a regular basis with FirstDraft and Facebook. FullFact also provides a toolkit to spot misinformation.</td>
</tr>
<tr>
<td><strong>Freedom House report</strong></td>
<td>Legal</td>
<td>UK</td>
<td>Non-profit</td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Monitor the freedom of the press in the world by creating a world map on the basis of numerous indices.</td>
</tr>
<tr>
<td><strong>Global Council to Build Trust in Media and Fight Misinformation</strong></td>
<td>Social</td>
<td>UK</td>
<td>Non-profit</td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Trust in media and the fight against misinformation is a global problem that requires a global solution. This is addressed through: global trust and misinformation repository, global trust and misinformation network, global trust and misinformation innovation and a voice for the industry</td>
</tr>
<tr>
<td><strong>Institute for Strategic Dialogue (ISD)</strong></td>
<td>Tech</td>
<td>UK</td>
<td>Company</td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ISD has been running election monitoring (Germany, Sweden) on social media to document narratives and foreign influence allegations.</td>
</tr>
<tr>
<td><strong>LSE Truth, Trust, and Technology Commission</strong></td>
<td>Social</td>
<td>UK</td>
<td>Academic</td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>The Commission deals with the crisis in public information. It searches to identify trends, policy and strategy opportunities which provide ideas for solving the pressing challenges caused by online misinformation.</td>
</tr>
<tr>
<td><strong>Serelay</strong></td>
<td>Tech</td>
<td>UK</td>
<td>Company</td>
<td>Technology Solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Platform for verification of photos and videos.</td>
</tr>
</tbody>
</table>
This study maps and analyses current and future threats from online misinformation, alongside currently adopted socio-technical and legal approaches. The challenges of evaluating their effectiveness and practical adoption are also discussed. Drawing on and complementing existing literature, the study summarises and analyses the findings of relevant journalistic and scientific studies and policy reports in relation to detecting, containing and countering online disinformation and propaganda campaigns. It traces recent developments and trends and identifies significant new or emerging challenges. It also addresses potential policy implications for the EU of current socio-technical solutions.