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Executive summary

Background

Gender-based cyber violence is a phenomenon that was inconceivable 30 years ago. More and more women and girls are experiencing harassment, stalking and other kinds of threats while online. With the ever-growing use of social media, the threats women and girls experience online have an effect on how they use the internet. Although there are many examples of women, female politicians and female journalists experiencing cyber violence and even going to court owing to harassment or other forms of cyber violence, not a lot of data or evidence has been gathered on the phenomenon. Meanwhile, the EU Member States react and act differently when dealing with the topic. It is known that gender-based cyber violence does not necessarily happen in isolation but that in many cases there is a connection with gender-based violence face-to-face; online and off-line violence is in many cases connected and/or intertwined. The coronavirus pandemic has potentially worsened the situation as people’s social lives have shifted online.

Why should the EU act?

Having identified a wide range of gaps in existing EU actions and legislation and the negative impacts on woman and girls individually, socially and economically on account of gender-based cyber violence, this paper supports the need to act and/or intervene at EU level. Whether on the lack of harmonised legal definitions, the lack of awareness-raising and under-reporting or the need for more research and data, greater momentum would be achieved by EU action, not least since this is also a cross-border issue.

This European added value assessment (EAVA) ‘Combating gender-based violence: Cyber violence’ is intended to underpin the European Parliament’s right to request legislative action by the Commission. This is in line with Article 225 of the Treaty on the Functioning of the European Union (TFEU). Own-initiative legislative reports (INIL) must be given prompt and detailed consideration by the European Commission as set out in point 10 of the Interinstitutional Agreement on Better Law-making of 13 April 2016. The European Parliament’s Committees on Civil liberties, Justice and Home Affairs (LIBE) and on Women’s Rights and Gender Equality (FEMM) jointly requested the permission to draw up an own-initiative legislative report on combating gender-based violence: cyber violence (2020/2035(INL)).

Scope of the assessment

Beginning with a discussion on the definition of gender-based cyber violence, this assessment also considers the prevalence, and the legal, individual, social and economic impacts of gender-based cyber violence, and examines the regulatory framework at EU and national levels. To this end 12 EU Member States were analysed in greater depth. Having explored the legal base, and identified the weakness and gaps in the existing EU legal system, the paper suggests policy responses the EU could take. The assessment then discusses the qualitative and quantitative impacts, including economic estimates of the impacts of the policy options identified. External experts were commissioned to conduct additional analysis and contribute to a study and a paper; these are both annexed to this paper.

The status quo

The study estimates that 4 to 7% of women in the EU-27 have experienced cyber harassment during the past 12 months, while between 1 and 3% have experienced cyber stalking. The ranges in the estimates reflect the underlying uncertainty arising from the lack of robust and recent cross-country data available on the phenomenon. It appears nevertheless that younger age groups face the greatest risk and that the prevalence of the phenomenon has risen with greater internet
and social media use. The prevalence of gender-based cyber violence is likely to continue to rise in the coming years, especially among adolescents.

Cyber violence has a direct impact on victims, first and foremost in terms of mental health, reflected in an increased incidence of depression and anxiety disorders. A number of social and economic impacts can also be identified: withdrawal from the public debate, costs incurred for seeking legal and healthcare assistance, labour market impacts in terms of lower presence at work, risks of job loss or lower productivity, and reduced quality of life due to poor mental health itself. Some of these impacts compound other forms of discrimination faced by women, e.g. the gender pay gap on the labour market. Moreover, they have an intersectional dimension and have to be observed together with other forms of discrimination and hate speech towards lesbian, gay, bisexual, transgender, intersex, and questioning (LGBTIQ) people, as well as women from racial minority groups and different religious communities.

This set of impacts generates costs affecting victims as well as society. Some impacts are tangible and can translate into economic costs, while others are intangible and cannot be monetised, despite being of major relevance.

Some of the costs of gender-based cyber violence were quantified by means of an economic assessment. These costs included healthcare costs, legal costs, labour market costs and costs associated with a reduced quality of life.

The economic assessment estimated the overall costs of cyber harassment and cyber stalking at between €49.0 and €89.3 billion. The largest cost category was the monetised value of the loss in terms of quality of life, which accounted for more than half of the overall costs (about 60% for cyber harassment and about 50% for cyber stalking). Labour market impacts were also found to be substantial, together accounting for approximately 30% for cyber harassment and 35% for cyber stalking, the higher costs for the latter owing to lower labour force participation. Healthcare costs and legal costs, while contributing less to overall costs, were nonetheless substantial.

European added value

The analysis of the scope of the problem, the identified gaps and the resulting impact have led to the development of a set of policy options. These policy options were all EU-level actions, both legislative and non-legislative.

- **Legislative policy options**
  - Policy option 1: secure EU accession to the Istanbul Convention or develop similar EU legislation.
  - Policy option 2: develop a general EU directive on (gender-based) cyber violence.
  - Policy option 3: develop EU legislation on the prevention of gender-based cyber violence.
  - Policy option 4: strengthen the existing legal framework.

- **Non-legislative policy options**
  - Policy option 5: facilitate EU and national-level awareness raising.
  - Policy option 6: back national-level victim support and safeguarding services.
  - Policy option 7: conduct research into gender-based cyber violence.
  - Policy option 8: expand existing EU collaboration with tech companies on illegal hate speech.

Among the legislative policy options, the qualitative analysis suggests that ratification of the Istanbul Convention or development of similar legislation (policy option 1) could offer the most benefits. It would take into account online and offline gender-based violence and adjust to international legislation. Policy option 2 is expected to have overall qualitatively similar impacts,
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despite displaying lower levels of relevance and coherence. The legislative options are the most promising, mainly owing to the development of a legal definition and associated consequences/sanctions. A 6-12 % reduction in costs could potentially be achieved with policy option 1 – EU accession to the Istanbul Convention or the development of similar EU legislation. Developing a general EU directive on (gender-based) cyber violence (policy option 2) could lead to a 5-15 % reduction in costs.

Looking at the non-legislative options, all policy options 5 to 8 could have a positive impact quantitatively, whereas policy option 8 is the most promising with a potential reduction of 15-24 % in costs. Relying only on soft measures and facilitating EU and national level action (policy option 5) is comparatively weaker (1-5 % reduction). A summary of the assessment of the policy options is found in the table below.

In the qualitative analysis it is deemed that the greatest impact would be a combination of legal policy options 1 and 2 combined with the non-legal policy options 5 to 8. Thus, the analysis of the policy options indicates the strongest impact when combining legislative and non-legislative legislative actions.

From an economic perspective, most of the policy options under consideration would likely lead to a substantial reduction in the cost of gender-based cyber violence that would outweigh the costs of implementing the policy option. The reduction in costs arises either from a reduction in the prevalence of cyber violence and/or from a reduction in its mental health impacts.

The European added value (EAV) of action in this area varies depending on the policy option. The policy options considered in this study offer an EAV that ranges between 1 and 24 % of the baseline costs, i.e. from €490 to 893 million and €11.8 to 21.4 billion per year depending on the policy option considered.

Assessment of the policy options

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Legal policy options</th>
<th>Non-legislative policy options</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Policy option 1</td>
<td>Policy option 2</td>
</tr>
<tr>
<td>Stakeholder impacts</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Impacts on fundamental rights</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Benefits</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Costs</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Risk of non-implementation</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Relevance</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Efficiency</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Coherence</td>
<td>+++</td>
<td>++</td>
</tr>
</tbody>
</table>
### Subsidiarity, proportionality & necessity

<table>
<thead>
<tr>
<th></th>
<th>+++</th>
<th>+++</th>
<th>+</th>
<th>+</th>
<th>++</th>
<th>++</th>
<th>+++</th>
<th>+++</th>
</tr>
</thead>
</table>

### Feasibility

<table>
<thead>
<tr>
<th></th>
<th>+</th>
<th>++</th>
<th>+</th>
<th>++</th>
<th>+++</th>
<th>+++</th>
<th>+++</th>
<th>+++</th>
</tr>
</thead>
</table>

### Estimated reduction in costs *

<table>
<thead>
<tr>
<th></th>
<th>6-12%</th>
<th>5-15%</th>
<th>5-10%</th>
<th>5-10%</th>
<th>1-5%</th>
<th>Not quantified</th>
<th>15-20%</th>
</tr>
</thead>
</table>

### European added value assessment

#### Qualitative assessment

<table>
<thead>
<tr>
<th></th>
<th>++</th>
<th>+++</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>++</th>
</tr>
</thead>
</table>

#### Quantitative assessment (€ billion)*

<table>
<thead>
<tr>
<th></th>
<th>€2.9-10.7</th>
<th>€2.4-13.4</th>
<th>€2.4-8.9</th>
<th>€2.4-8.9</th>
<th>€0.5-4.5</th>
<th>Not quantified</th>
<th>€7.3-21.4</th>
</tr>
</thead>
</table>

Source: Annex I to this paper. *Author estimations based on an extrapolation of the methodology used in Annex II for women aged 18 to 29 to all women aged 18 and over.

Note: Scoring system: 0 = no impact; + to +++ = varying degrees of impact, from + = low impact to +++ = high impact.
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1. Introduction

This European added value assessment (EAVA) on combating gender-based cyber violence is intended to support the European Parliament in its right to request legal action by the Commission. This is in line with Article 225 of the Treaty on the Functioning of the European Union. Own-initiative legislative reports (INIL) must be given detailed and prompt consideration by the European Commission as stipulated in point 10 of the Interinstitutional Agreement on Better Law-making of 13 April 2016. The European Parliament Committees on Civil Liberties, Justice and Home Affairs (LIBE) and on Women's Rights and Gender Equality (FEMM) jointly requested the permission to draw up an own-initiative legislative report on combating gender-based cyber violence (2020/2035(INL)).

1.1. Methodology and scope of the assessment

This European added value assessment on 'gender-based violence: cyber violence' starts with an introduction explaining the methodology and scope of the assessment and giving a short background. Defining gender-based cyber violence and displaying its prevalence is not only a matter of topical debate, it is also necessary in order to proceed with discussing the regulatory framework for the currently applicable EU law and legal framework, as well as national approaches. The assessment also covers the policy context of gender-based cyber violence and current developments, weaknesses in the existing EU legal system and gaps that have been identified. An examination is made of potential EU policy responses that could address weaknesses, including the EU's right to act and its legal basis, and the need to act or intervene at EU level. The study then discusses policy options and their qualitative and quantitative impact, including economic estimates. The assessment closes by summing up the European added value of the various options. Here, positive net benefit is defined as that which would be better achieved by the EU than at national level alone and thus the European added value that could potentially be realised.

To access a broad range of evidence, qualitatively and quantitatively, the European added value assessment is accompanied by an external study and a research paper. The idea of the main body of this paper is to give a brief overview of the European added value assessment and its supporting annexes. In addition, the assessment expands on the analysis presented in Annex II, by including other age groups, notably women aged 30 and over and also adolescents. For more in-depth reading material and analysis see the supporting annexes.

The study (Annex I) takes a more in-depth look at the qualitative aspects of combating gender-based cyber violence, and the research paper (Annex II) is intended to look at the quantitative and thereby economic perspective. The study and the paper refer to each other and are complementary. They can also be read separately however.

- Annex I: J. Malan et al., European added value assessment on combating gender-based cyber violence.

Table 1 describes in a nutshell the methodology used in the two annexes to measure the European added value of combating gender-based cyber violence.
Table 1 – Methodological approach for assessing European added value

<table>
<thead>
<tr>
<th>Scope</th>
<th>Annex I (Malan et al.)</th>
<th>Annex II (Capuano)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Analysis of the current legal setting, possible legal impacts and benefits, and legal policy options</td>
<td>• Estimates of the economic costs of gender-based cyber violence in the European Union</td>
<td></td>
</tr>
<tr>
<td>• Analysis of the status quo and of the current gaps</td>
<td>• Two forms of cyber violence (cyber harassment and cyber stalking) within the 18-29 age-group analysed</td>
<td></td>
</tr>
<tr>
<td>• Evaluation of impacts and benefits on society and individuals, including EU policy options</td>
<td>• Impact of policy options identified Annex I at EU level on the potential reduction of the identified costs.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Approach</th>
<th>Qualitative (with quantitative elements)</th>
<th>Quantitative (with qualitative elements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Desk research and literature review</td>
<td>• Economic benefits projected as a reduction of baseline costs linked to each policy option</td>
<td></td>
</tr>
<tr>
<td>• Data collection and analysis</td>
<td>• A bottom-up approach is applied: identification of the group of agents that are assumed to bear costs, estimation of unit costs for each group of agents and of total costs by type, and computation of overall total costs</td>
<td></td>
</tr>
<tr>
<td>• 32 interviews with key stakeholders</td>
<td>• Eight policy options considering EU competences, principles of subsidiarity and proportionality and political feasibility</td>
<td></td>
</tr>
<tr>
<td>• 12 EU Member States analysed in country factsheets</td>
<td>• Economic benefits of eight policy options</td>
<td></td>
</tr>
<tr>
<td>• Gaps, issues, risks and principles used to identify where regulatory intervention could be needed</td>
<td>• Quantitative estimates of tangible costs Individual costs: legal costs, quality of life loss, individual direct and indirect health costs</td>
<td></td>
</tr>
<tr>
<td>• Identification of scenarios and their comparison to the baseline</td>
<td>• Societal costs: public health costs and lost tax revenue</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Eight policy options considering EU competences, principles of subsidiarity and proportionality and political feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Qualitative assessment: stakeholder impacts, impacts on fundamental rights, benefits, costs, risk of non-implementation, relevance, effectiveness, efficiency, coherence, subsidiarity, proportionality and necessity, European added value and feasibility</td>
<td>• Relevant data to estimate prevalence were limited. Scenarios had be constructed that drew on various available sources. Focus on a single age group</td>
</tr>
<tr>
<td>• 12 country factsheets</td>
<td>• Only cyber harassment and cyber stalking could be assessed. Other forms of cyber violence may also cause additional costs</td>
</tr>
<tr>
<td>Limitations</td>
<td>• Only some types of costs could be quantified. The cost figures are therefore underestimated.</td>
</tr>
</tbody>
</table>

Source: Compiled by the authors on the basis of Annexes I and II to this paper.

The 12 Member States are Belgium, Czechia, Germany, Spain, France, Italy, Lithuania, the Netherlands, Poland, Romania, Finland and Sweden. They were chosen using the criteria of a broad geographical balance and representation of different national legal and policy approaches. The factsheets provide definitions of gender-based cyber violence and its forms in use in each country; national-level data on the scale, prevalence and impacts of gender-based cyber violence; and the legal, policy and governance frameworks for gender-based cyber violence. For more, see the country factsheets annexed to Annex I to this paper.
1.2. Background

Gender-based cyber violence is a phenomenon that could not have been imagined 30 years ago. More and more women and girls are experiencing harassment, stalking and other threats while online. Against the backdrop of the growing use of social media, the threats women and girls experience online affects the way they participate on the internet. Although there are many examples of women, female politicians and female journalists experiencing cyber violence and even going to court as a result of harassment or other forms of cyber violence, not a lot of data or evidence has been gathered on these phenomena. Furthermore, Member States take differing approaches to the issue. Analysis, such as that conducted by the European Institute for Gender Equality (EIGE)\(^2\) or Plan International,\(^3\) demonstrates what women and girls have to face. It is also known that gender-based cyber violence does not necessarily happen in isolation. In many cases there is a connection with face-to-face gender-based violence and offline and online violence are often connected and/or intertwined.

The European Commission’s advisory committee on equal opportunities for women and men has stated that cyber violence can take the form of: hate speech, cyber harassment, trafficking, sexual exploitation and cyber stalking, to give just a few examples. As the prevalence of social media and online platforms develop, these forms of violence are also developing, as the UN special rapporteur on violence against women has stated.\(^4\)

It is also necessary to consider the specific context in which the online communication takes place. This can vary from social media platforms to discussion sites, dating apps and chat rooms. There is a difference between online and offline gender-based violence, although they sometimes go hand in hand. This is also true for the perpetrators themselves. They can be people close to the victims such as partners, relatives, colleagues or classmates. However, they can also be unknown users of online communication and thereby anonymous.

The following instances in which politicians or journalists have been victims of gender-based cyber violence illustrate the situation well. A Romanian journalist faced a campaign by her perpetrator when reporting non-consensual pornography.\(^5\) As victim and journalist she faced discredit and humiliation. In 2017, a Swedish study highlighted that 7 out of 10 women in the media, from editors to journalists, had experienced threats or harassment online. In 2019, when a German political television programme asked all female members of the Bundestag about their experiences of hate speech, 90 % said they had faced hate speech online.\(^6\) These very prominent cases indicate the worsening situation for women and girls, one that has potentially been exacerbated by the coronavirus pandemic as even more of people’s social lives have shifted online.\(^7\)

---

\(^2\) Cyber violence is a growing threat, especially for women and girls, European Institute for Gender Equality, 2017; and, Estimating the costs of gender-based violence in the European Union, European Institute for Gender Equality, 2014.

\(^3\) S. Goulds et al., Free to be Online? Girls and young women’s experiences of online harassment, Plan International, 2020.


\(^5\) V. Dimulescu, The power of grassroots initiatives: lessons from survivor-led research in Romania, in When Technology Meets Misogyny: Multi-level, Intersectional Solutions to Digital Gender-Based Violence, GenPol, 2019.

\(^6\) J. Lang, Hass auf Frauen, die den Mund aufmachen, Süddeutsche Zeitung, 22 October 2019.

\(^7\) L. Taylor, Love, tech and online abuse of women in the time of coronavirus, Reuters, 4 January 2021.
2. Defining gender-based cyber violence

This chapter looks at the definition of gender-based cyber violence and its prevalence, with a view to developing policy options and examining their European added value.

2.1. Definitions

As mentioned in Chapter 1, gender-based cyber violence is an evolving issue, in terms both of the complexity of the situation, and of continuing changes in technology and behaviour. Although there is broad understanding of what gender-based cyber violence is and what it constitutes, there is no distinct definition, at either EU or national level. 8

Various players, institutions and committees have looked at the question of defining cyber violence and gender-based cyber violence. In many cases, only specific aspects were analysed, such as cybercrime or cyber violence against children, violence against women, for instance. There are definitions, for example, from the Cybercrime Convention Committee, Budapest Convention on Cybercrime, and Istanbul Convention on preventing and combating violence against women and domestic violence (all three instigated by the Council of Europe), the above-mentioned European Commission advisory committee on equal opportunities for women and men, and the UN Special Rapporteur on violence against women. Table 2 presents an overview of existing definitions relating to gender-based cyber violence.

Table 2 – Existing definitions relating to gender-based cyber violence

<table>
<thead>
<tr>
<th>Definition</th>
<th>Focus</th>
<th>Relevance</th>
<th>Legally binding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cybercrime Convention Committee, Council of Europe.</strong></td>
<td>Cyber violence</td>
<td>Directly relevant</td>
<td>Non-legal</td>
</tr>
<tr>
<td>Defines cyber violence as the 'use of computer systems to cause, facilitate, or threaten violence against individuals that results in, or is likely to result in [...] harm or suffering and may include the exploitation of the individual’s circumstances, characteristics or vulnerabilities.' 9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Budapest Convention on Cybercrime, Council of Europe.</strong> 10</td>
<td>Cybercrime</td>
<td>Indirectly relevant</td>
<td>Legally binding</td>
</tr>
<tr>
<td>Defines a range of different cybercrimes under the following headings: offences against the confidentiality, integrity and availability of computer data and systems; computer-related offenses; content-related offences, focusing on child pornography; and offences related to infringements of copyright and related rights.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advisory Committee on Equal Opportunities for Women and Men.</strong></td>
<td>Cyber violence against women</td>
<td>Directly relevant</td>
<td>Non-legal</td>
</tr>
<tr>
<td>'Cyberviolence against women is an act of gender-based violence perpetrated directly or indirectly through information and communication technologies that results in, or is likely to result in, physical, sexual, psychological or economic harm or suffering to women and girls, including threats of such acts,</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8 Cyber violence and hate speech online against women, European Parliament, Policy Department for Citizens' Rights and Constitutional Affairs, 2018; and Annex I to this paper.

9 Cyberviolence webpage on the Cybercrime portal, Council of Europe, 26 February 2021.
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<table>
<thead>
<tr>
<th>Definition</th>
<th>Focus</th>
<th>Relevance</th>
<th>Legally binding</th>
</tr>
</thead>
<tbody>
<tr>
<td>whether occurring in public or private life, or hindrances to the use of their fundamental rights and freedoms. Cyberviolence against women is not limited to but includes violations of privacy, stalking, harassment, gender-based hate speech, personal content sharing without consent, image-based sexual abuse, hacking, identity theft, and direct violence. Cyberviolence is part of the continuum of violence against women: it does not exist in a vacuum; rather, it both stems from and sustains multiple forms of offline violence.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>UN Special Rapporteur on Violence against Women.</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'Any act of gender-based violence against women that is committed, assisted or aggravated in part or fully by the use of ICT, such as mobile phones and smartphones, the Internet, social media platforms or email, against a woman because she is a woman, or affects women disproportionately.'</td>
<td>Cyber violence against women</td>
<td>Directly relevant</td>
<td>Non-legal</td>
</tr>
<tr>
<td><strong>Istanbul Convention on preventing and combating violence against women and domestic violence.</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within the Convention, violence against women is understood as a violation of human rights and a form of discrimination against women and shall mean all acts of gender-based violence that result in, or are likely to result in, physical, sexual, psychological or economic harm or suffering to women, including threats of such acts, coercion or arbitrary deprivation of liberty, whether occurring in public or in private life. Further, for it to be gender-based against women it must be 'directed against a woman because she is a woman' or it must affect women disproportionately. Similar definitions that focus on the types of harm caused are used by the European Institute for Gender Equality (EIGE) and the UN Declaration on the Elimination of Violence against Women.</td>
<td>Violence against women</td>
<td>Directly relevant</td>
<td>Legally binding</td>
</tr>
<tr>
<td><strong>Directive on Attacks against Information Systems.</strong> Establishes minimum rules concerning the definition of the following criminal offences: illegal access to information systems; illegal system interference; illegal data interference; illegal interception; tools used for committing offences; and incitement, aiding and abetting and attempt.</td>
<td>Cybercrime</td>
<td>Indirectly relevant</td>
<td>Legally binding</td>
</tr>
</tbody>
</table>

In line with Annex I to this paper, there is understood to be a close interaction between gender-based violence and gender-based cyber violence. There are also effects and aspects unique to gender-based cyber violence. In line with an earlier EIGE analysis, cyber violence cannot be seen separately from violence. Furthermore, there are discussions on the terminology from a technological perspective that can lead to differing understandings of what cyber violence is, e.g., excluding information and communication technology-facilitated violence and technology-facilitated violence from cyber violence. It is important to say, that in the context of this paper, the following forms of gender-based violence were examined:

- cyber stalking,
- trolling,
- cyber harassment and bullying,
- hate speech online,
- flaming,
- image-based sexual abuse / non-consensual pornography,
- and doxing.\(^{19}\)

At the national level, Annex I to this paper made a more in-depth analysis of 12 Member States.\(^{20}\) As shown in Figure 1, this research identified three different approaches to legal definitions of gender-based cyber violence in those countries. One Member State has a general legal definition (Romania). The vast majority have a legal definition of (a) specific form(s) of gender-based cyber violence (e.g., France and the Netherlands) and several countries have no explicit legal definitions (e.g., Sweden and Poland).

---

18 Cyber violence is a growing threat, especially for women and girls, European Institute for Gender Equality, 2017; and, Estimating the costs of gender-based violence in the European Union, European Institute for Gender Equality (EIGE), 2014.
19 For a more detailed discussion on the categories and typologies as well as their definitions, see Annex I to this paper and Cyber violence and hate speech online against women, European Parliament, Policy Department for Citizens’ Rights and Constitutional Affairs, 2018.
20 Those 12 Member States are Belgium, Czechia, Germany, Spain, France, Italy, Lithuania, the Netherlands, Poland, Romania, Finland and Sweden. For more see Annex I to this paper.
2.2. Prevalence

The prevalence of gender-based cyber violence in the EU is challenging to establish on account of the limited availability of data from all Member States. The lack of clear and consistent definitions of the various forms of gender-based cyber violence means that estimates of prevalence from different studies and Member States cannot be easily compared or aggregated. Moreover, the fact that gender-based cyber violence is not criminalised in most Member States implies that police and justice data are not available.

Following the methodology set out in Annex II, this study constructs three scenarios for the prevalence of two forms of gender-based cyber violence experienced by women in the past 12 months—cyber harassment and cyber stalking (see Table 3). These scenarios draw largely on data from two surveys carried out by the EU Fundamental Rights Agency (FRA). One survey concerned with violence against women gathered information about cyber stalking and cyber harassment in 2012. Another survey on crime, safety and human rights was fielded in 2019 and included a question about cyber harassment. Respondents to the 2019 survey included men and women while the 2012 survey targeted only women. Data for this analysis was obtained directly from FRA for women, by age group of interest.

Scenario 1 draws on Member State data from the 2012 and 2019 FRA surveys. The estimate for cyber harassment is based on responses from women to the 2019 survey. The estimate for cyber stalking

---

is based on an estimate from the 2012 survey, which is inflated by the increase in cyber harassment between 2012 and 2019. **Scenario 2** draws on Member State data from the 2012 FRA survey and does not adjust the estimates by any factor. **Scenario 3** inflates the Member State estimates from the 2012 FRA survey using trend data on social media usage.

EU-level estimates are then constructed for each scenario, taking into account the population level of the Member States. Considering the three scenarios, the study estimates that **4 to 7% of women in the EU-27 have experienced cyber harassment during the past 12 months**. The share of women in the EU who have experienced **cyber stalking during the past 12 months is lower at 1 to 3%**. The ranges in the estimates reflect the underlying uncertainty resulting from the lack of available robust and recent cross-country data on the phenomenon.

The share of women who have experienced cyber violence in their lifetime is higher – FRA estimates that **1 in 10 women (11%) have experienced cyber harassment or cyber stalking since the age of 15**. The rate of cyber violence appears to be linked to the increase in internet and social media usage. For example, Sweden had the highest prevalence of cyber harassment in 2012 as well as one of the highest rates of internet access. Similarly, Romania had one of the lowest rates of cyber harassment in 2012 and also the lowest rate of internet access (see Annex I). Between 2012 and 2019, the level of internet access among households increased from 76% to 90% in the EU. **Younger age groups** are also at greater risk of cyber violence – for example, the prevalence of cyber harassment was 20% among women aged 18 to 29 as compared with 13% among women aged 30 to 39 (see Annex I). FRA has also investigated experiences of cyber harassment among specific risk groups, for example, LGBTQI people and Jews. More than one in five (22%) LGBTQI people had experienced cyber harassment in the past 12 months, which is higher than the general female population. Among Jews, 7% reported receiving offensive or threatening emails or text messages while 10% reported offensive comments posted on the internet, including social media, in the past 12 months. Among migrants and minorities, the percentages were 1 and 2% respectively.

### Table 3– Prevalence of cyber violence experienced by women in the EU (past 12 months)

<table>
<thead>
<tr>
<th></th>
<th>Cyber harassment</th>
<th>Cyber stalking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>7 %</td>
<td>3 %</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>4 %</td>
<td>1 %</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>6 %</td>
<td>2 %</td>
</tr>
<tr>
<td>Overall range:</td>
<td>4-7 %</td>
<td>1-3 %</td>
</tr>
</tbody>
</table>

Note: EPRS estimates obtained applying the methodology used in Annex II for women aged 18 to 29 to all women aged 18 and over. The weighted estimates use 2019 population data available from Eurostat.

---

22   Violence against women: an EU-wide survey – Main Results, European Union Agency for Fundamental Rights (EU FRA), 2018.
24   A long way to go for LGBTI equality, European Union Agency for Fundamental Rights (EU FRA), 2020.
26   Experiences and perceptions of antisemitism Second survey on discrimination and hate crime against Jews in the EU, European Union Agency for Fundamental Rights (EU FRA), 2018.
3. Regulatory framework

This chapter offers a brief overview of existing regulatory frameworks and approaches at EU, national and international levels. In this context it is worth noting the absence of a defined regulatory framework on gender-based cyber violence within the EU.

3.1. Applicable EU law /current legal framework

The EU has no 'single' approach to combating gender-based cyber violence. Nevertheless, there are currently several ways cyber violence can be addressed at EU level. This possibility includes soft law and legislation applying to online media and platforms as well as crimes. Examples of relevant regulations include the General Data Protection Regulation (GDPR), the e-Commerce Directive, the Audio-visual Media Services Directive and the Code of Conduct on Countering Illegal Hate Speech Online (non-binding). Further directives addressing crimes and the transnational cross-border nature of (cyber) violence against women are the Victims’ Rights Directive, the Anti-Trafficking Directive and the Directive on Combating Sexual Abuse of Children.

3.2. National regulation

In the absence of easily accessible information on EU Member States’ legislation on the subject, as part of this research the legal approaches of 12 Member States were analysed. Furthermore, the Council of Europe collects and provides information on cyber violence, for instance on existing legislation, policies and justice measures. As mentioned in Chapter 2, there is no one distinct definition of cyber violence, which makes it difficult to analyse the measures taken by the Member States. Still, it is clear that the Member States vary in their legislative approaches to combating gender-based cyber violence.

The outcome of the analysis of the 12 Member States shows that criminal law provisions are used to address online cyber violence although they are not specifically designed to do so. Four different types of legislation addressing gender-based cyber violence were identified. Some Member States use a mix of the four approaches.

- Some Member States criminalise gender-based cyber violence, e.g. Romania and France.
- Others criminalise specific types of cyber violence without addressing the gender angle, e.g. Belgium, Czechia, Spain and France. (Exception: all Member States criminalise child pornography).

---

28 For a more in-depth analysis see Annex I to this paper and Cyber violence and hate speech online against women, Policy Department for Citizens’ Rights and Constitutional Affairs, European Parliament, 2018.
29 Regulation (EU) 2016/679 of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data.
30 Directive 2000/31/EC of 8 June 2000 on certain legal aspects of information society services, in particular electronic commerce, in the internal market (‘Directive on electronic commerce’).
32 Code of Conduct on Countering Illegal Hate Speech Online, European Commission, 2016.
34 Directive 2011/36/EU of 5 April 2011 on preventing and combating trafficking in human beings and protecting its victims.
36 Council of Europe Webportal, Council of Europe, 26 February 2021.
On cyber bullying, Italy addresses the protection of minors and some provisions of the Criminal Code can be used for combating violence online.

On cyber harassment, Austria is at the forefront.

Hate speech without a specific gender component is criminalised in Spain, the Netherlands, Bulgaria, Greece, Croatia, Portugal and Malta.

In a third category are Member States that use existing provisions not specific to online crimes. These countries include Germany, Spain, Finland and the Netherlands.

Last but not least are Member States working on the basis of non-criminal provisions. Germany, Lithuania and Ireland aim to prevent gender-based cyber violence using this approach.

3.3. UN approaches and Council of Europe treaties

At international level there is a set of legal and policy frameworks. The United Nations (UN) and the Council of Europe have voted on various resolutions, recommendations and reports.

Examples of UN decisions include the UN General Assembly resolution on protecting women human rights defenders, the UN Human Rights Council resolution on the promotion, protection and enjoyment of human rights on the internet, the UN General Assembly resolution on the right to privacy in the digital age, and General Recommendation No 35 on gender-based violence against women (CEDAW Committee). Furthermore, the UN Special Rapporteur on Violence Against Women has released a report focusing on online gender-based violence.

The Council of Europe has a set of treaties and protocols in place. These include the Budapest Convention on Cybercrime, the Istanbul Convention on preventing and combating violence against women and domestic violence and the Lanzarote Convention on Protection of Children against Sexual Exploitation and Sexual Abuse. The European Union is moving towards ratifying the Istanbul Convention but has not yet done so. Six EU Member States have still to ratify the convention.

37 In 2019, Italy passed a law criminalising non-consensual pornography (Article 10, Law No 69, 19 July 2019).
40 UN Agenda 2030, United Nations (UN), 2015.
44 Convention on preventing and combating violence against women and domestic violence (Istanbul Convention), Council of Europe, 2011.
4. Gender-based cyber violence and current developments

4.1. Policy context

The European Commission and the European Parliament identified violence against women and cyber violence as pertinent issues needing action a number of years ago. The Juncker Commission included violence against women and victim protection in its Strategic Engagement for Gender Equality 2016-2019. Cyber security has been on the agenda since 2013 as part of the cyber security strategy for the European Union. The digital single market strategy also included issues relating to trust and security. In parallel, the Commission launched various strategies, for instance on delivering a better internet for our children and increasing female participation in the digital sector.

In addition, the Commission set up several new programmes, guidelines and actions, for instance in 2017 on stronger cooperation on a global alliance to fight violence against women and girls together with the Organisation for Economic Cooperation and Development (OECD), the Council of Europe and UN Women. Other examples of initiatives are NON.NO.NEIN campaign – Say NO! Stop violence against women, and programmes on awareness raising, monitoring and detecting online hate speech, e.g. MANDOLA and others.

The European Parliament has been quite active and vocal in seeking greater gender diversity in the digital world and combating cyber violence. This includes reports proposing measures to combat mobbing and sexual harassment, including online, a resolution on empowering women and girls through the digital sector, and a resolution on gender equality in the media sector. Parliament has looked specifically at combating sexual harassment and abuse in the EU and at the fight against cybercrime. In its 2017 resolution on EU accession to the Council of Europe Convention on preventing and combating violence against women and domestic violence.

---

51 A European Strategy to deliver a Better Internet for our Children, European Commission, 23 February 2021.
52 Women in Digital, European Commission, 10 March 2020.
53 For more see Cyber violence and hate speech online against women, European Parliament, Policy Department for Citizens’ Rights and Constitutional Affairs, 2018.
54 Joint communiqué on Global Action to Combat Violence against Women, Organisation for Economic Co-operation and Development (OECD), the Council of Europe, the European Commission, and UN Women, 2017.
56 Monitoring and Detecting OnLine Hate Speech (MANDOLA), 26 February 2021.
57 For more see Cyber violence and hate speech online against women, European Parliament, Policy Department for Citizens’ Rights and Constitutional Affairs, 2018.
59 Resolution of 17 April 2018 on empowering women and girls through the digital sector (2017/3016(RSP)), European Parliament, April 2018.
60 Resolution of 26 October 2017 on combating sexual harassment and abuse in the EU (2017/2897(RSP)), European Parliament, October 2017.
Parliament pledged to work at tackling gender-based violence online. Parliament has also been active on the proposal on an e-privacy regulation\(^6\) and on the Audiovisual Media Services Directive.\(^6\) In 2020, the LIBE and FEMM committees held a joint hearing on combating gender-based cyber violence.\(^6\)

4.2. Weaknesses in the existing EU legal system

Social media and platforms, online communication and apps facilitate our life and are nowadays an essential part of our societies. As shown in Chapter 2, the threat posed to women and girls online is unfortunately growing however. The existing legislation does not provide the mechanisms needed to address gender-based cyber violence adequately. There is no common understanding of what cyber violence is or what gender-based cyber violence means for the victims or society as a whole. The Member States have divergent approaches and do not cover all aspects of the problem. The existing EU-level measures do not include gender-based cyber violence despite its cross-border nature. This also is true of the recognition of specific types of gender-based cyber violence. Moreover, not all Member States are intending to sign the Istanbul Convention.\(^6\)

4.3. Gaps identified

This section identifies and presents in further detail current gaps and shortcomings hindering the fight against gender-based cyber violence and its many forms. These are summarised in Table 4.

A first set of gaps relates to the lack of appropriate legal tools at EU level. The absence of a harmonised definition means that the extent to which Member States combat and prevent gender-based cyber violence differs significantly, leaving wide disparities in protection between Member States, despite the potentially cross-border nature of the violence perpetrated (being perpetrated via information and communication technology). More specific legal challenges relate to: i) law enforcement practices that risk producing further mental health strain on victims; ii) technical challenges of accessing evidence in the online environment; and iii) legal challenges of conducting cross-border investigations in the EU.

Lack of awareness persists, in both the private and public spheres, for various reasons, including persisting gender stereotypes. Victims may not be aware of their rights and/or may face many obstacles in obtaining support, reporting crimes, being taken seriously, and recovering from the incident. Under-reporting is partially linked to this issue, together with other factors such as fear, and this goes together with low prosecution rates. At the same time, little investment is made in investigating the scale and impact of the phenomenon, thus limiting collective awareness of the issue. There is also a severe lack of support services and safeguarding measures for victims of gender-based cyber violence, and when they do exist structures are often underfunded.

---


\(^6\) Audiovisual Media Services Directive (AVMSD), European Commission, 7 July 2020.


\(^6\) For more see Annex I to this paper.
Table 4 – Overview of gaps in tackling gender-based cyber violence

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Type of challenge</th>
<th>Impacts</th>
<th>Relevant stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of a harmonised legal definition of gender-based cyber</td>
<td>Legal Policy</td>
<td>• Divergent legal and policy approaches to tackling gender-based</td>
<td>EU institutions, Member State authorities, Victims of gender-based cyber violence</td>
</tr>
<tr>
<td>violence</td>
<td></td>
<td>- cyber violence and its many forms across the Member States.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lack of a basis for cross-border cooperation on gender-based</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- cyber violence.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lack of a gender and intersectional perspective in existing</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- legislation.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lack of a 'cyber' perspective in existing legislation.</td>
<td></td>
</tr>
<tr>
<td>Lack of awareness of gender-based cyber violence across all</td>
<td>Policy</td>
<td>• Low prosecution levels for online violence.67</td>
<td>Population as a whole, Victims of gender-based cyber violence, Public authorities</td>
</tr>
<tr>
<td>stakeholder groups</td>
<td></td>
<td>- Victims in general lack awareness of their rights and the services</td>
<td>(EU &amp; Member States), Law enforcement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>available to them.</td>
<td></td>
</tr>
<tr>
<td>Under-reporting of gender-based cyber violence</td>
<td>Policy</td>
<td>• Systematic under-reporting by victims to law enforcement.69</td>
<td>Victims of gender-based cyber violence, Law enforcement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Low prosecution levels for online violence.70</td>
<td></td>
</tr>
<tr>
<td>Victim support and safeguarding challenges</td>
<td>Policy</td>
<td>• Inadequate victim support, considering response and referral</td>
<td>Victims of gender-based cyber violence, Providers of victim support services, Law</td>
</tr>
<tr>
<td></td>
<td>Financial</td>
<td>- by law enforcement.</td>
<td>enforcement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Regional co-funding structures impact sustainability of victim</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>support services.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Victim support services generally are under-funded.73</td>
<td></td>
</tr>
<tr>
<td>Limited research and knowledge on various aspects of the</td>
<td>Research</td>
<td>• Limited quantitative data and research on the scale and prevalence</td>
<td>EU institutions &amp; relevant agencies (EIGE, FRA, Europol, Eurojust, ENISA), Member</td>
</tr>
<tr>
<td>phenomenon</td>
<td></td>
<td>of the issue.</td>
<td>State authorities, Academic and research institutions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Limited quantitative data on the social and economic impacts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>of gender-based cyber violence on victims and other stakeholders.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Limited EU-wide research on the legal approaches to the issue.</td>
<td></td>
</tr>
<tr>
<td>Investigative challenges, including difficulties in</td>
<td>Legal</td>
<td>• Low prosecution levels for online violence.74</td>
<td>Victims &amp; perpetrators of gender-based cyber violence, Law enforcement, Tech</td>
</tr>
<tr>
<td>accessing evidence and working cross-border.</td>
<td>Technical</td>
<td>- Difficulties accessing evidence.</td>
<td>companies</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

67 F. Andersson, K.N. Hedqvist and D. Shannon, *Threats and violations reported to the police via individuals via the internet*, NCCP, 2015.
69 *Report submitted by Poland pursuant to Article 68, paragraph 1 of the Council of Europe Convention on preventing and combating violence against women and domestic violence (Baseline Report)*, GREVIO, Council of Europe, 2020.
70 F. Andersson, K.N. Hedqvist and D. Shannon, *Threats and violations reported to the police via individuals via the internet*, NCCP, 2015.
74 F. Andersson, K.N. Hedqvist and D. Shannon, *Threats and violations reported to the police via individuals via the internet*, NCCP, 2015.
4.4. Costs of the status quo

4.4.1. Impacts of gender-based cyber violence

Gender-based cyber violence has a number of impacts on individuals and society. Some impacts are tangible and can be translated into economic costs, while others are intangible and cannot be monetised, though still being of major relevance.

The primary effect of cyber violence is the emotional strain and psychological burden suffered by victims, which impacts on their mental health. Suffering cyber harassment can result in lower self-esteem and increase distress when interacting with others online. Research shows that victims of cyber violence can experience concentration problems, stress, anxiety and panic attacks after such incidents.

Figure 2 – Structure of impacts of gender-based cyber violence

When it comes to cyber stalking in particular (in a similar way to offline stalking) victims are known to experience heightened anxiety levels and PTSD (post-traumatic stress disorder) symptomology. Another prominent mental health consequence among victims of cyber violence is depression, feelings of helplessness, pessimistic views of the future, and a lack of confidence in ability to control their own lives. A number of self-protective measures are often put in place that imply withdrawal from social media and more broadly from social interaction. The implications for victims’ personal relationships can be significant. Depression is also among the health consequences for victims of non-consensual pornography, which can lead to substance abuse and PTSD symptoms. A sense of

75 See Annex I to this paper, section 3.2.1.
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isolation, shame and lack of trust can result from the barrage of abusive language following an episode of image-based abusive behaviour.

These forms of violence have a number of economic consequences. These can be grouped under three broad categories:76

- **cost of seeking help: legal and healthcare costs**;
- **labour market impacts** (reduced employment and productivity), damage to career (including through negative effects of withdrawal by social media), and lost output;77
- **reduced quality of life** as a consequence of poor mental health, that can be monetised as disability-adjusted life years (DALY).78

The direct costs of seeking help and protection include legal costs, healthcare costs, but may also include costs of online protection devices and costs of moving house if personal details are abusively shared.

Worsening mental health impacts productivity at work and absences from work; victimisation from cyber violence, moreover, can affect women’s employment and participation in the labour market. A noteworthy example is non-consensual pornography, which can damage women in their ability to get a job or lead to their dismissal from their current job. This has proved to be an issue particularly for teachers and in recruitment cases where employers frequently run online searches on prospective employees. Professionals and entrepreneurs who need social media for work, networking, marketing, etc. can also suffer economic consequences. Being pushed off platforms for fear of cyber violence can result in economic damage.

These impacts bring about costs at an aggregate level, where they have an enforcing effect, because of further negative economic consequences and consequences on other actors, and because they sum up and reinforce existing inequalities. The latter is for example true in the labour market, where women face discrimination on several levels. In both employment and wages there is a major gender gap: for example, according to Eurostat data from 2018,79 women’s gross hourly wages are 14.8% lower than those of men.

This is also true in terms of the ‘silencing effect’, whereby women withdraw from the public space (including the online sphere) to preserve their safety. Research shows that that targeted abuse towards women (including journalists and politicians) in online spaces is having the effect of pushing them out of certain discussions, and this can have the effect of discouraging participation by women in democratic life. This adds up to the already low presence of women in political life, as highlighted by an EIGE study in 2020.80

There is also an intersectional dimension in gender-based cyber violence, where it is possible to observe the ‘multiplicative effect’ of discriminatory and violent behaviours and hate crimes. Cyber violence can be stronger towards lesbian, bisexual and transgender women, as well as women from

---

76 These impacts are similar in nature to the impacts identified for gender-based violence generally, which include missing work (paid and unpaid), poor physical and mental health status, and out-of-pocket expenditure for accessing services (see e.g. CDC, 2003, EIGE, 2014, UK Home Office, 2019 and Sacco, 2019).
77 Annex I and Annex II to this paper.
78 Annex II to this paper. Another example of studies using the cost of reduced quality of life in the context of physical violence and abusive behaviours is a recent European Commission study on the costs of the trafficking of human beings, according to which victims of trafficking are subject to physical, sexual and mental injuries that reduce quality of life; a value is placed on these losses in quality of life using the health-oriented framework of the global burden of disease (GBD), in which losses are expressed as disability adjusted life years (DALYs).
racial minority groups and different religious communities.\textsuperscript{81} Among migrants, second generations and minorities, physical and online harassment can lead to lower trust in institutions and ultimately damage social integration.\textsuperscript{82} A FRA survey on antisemitism\textsuperscript{83} indicates that victimisation by hate crimes may push people to emigrate because they do not feel safe where they are (the survey shows that this has been an increasing phenomenon in recent years).

This is also true of offline violence against women; in the 2012 FRA study, 34\% of the respondents with disabilities had experienced physical, sexual or psychological violence and threats of violence, compared with 19\% of women who did not have a disability.\textsuperscript{84}

The breach of a victim’s \textbf{fundamental rights}, such as freedom of speech or expression, and protection from discrimination, moreover, has an impact at societal as well as individual level, since protection of fundamental rights is enshrined in international, EU and national law.

Moreover, the impacts on labour market participation and earnings have also negative \textbf{macroeconomic} effects, as pointed out in research on Vietnam, which estimates the macroeconomic loss due to violence against women, taking into account the structural linkages of production, which contribute to the generation of employment and income in the economy (the economic loss is estimated at 0.96\% of GDP at factor cost).\textsuperscript{85}

\textbf{Persons other than the direct victims} can suffer the consequences of cyber violence. This could include journalists reporting incidents potentially becoming victims of gender-based cyber violence themselves. Another example are human content moderators on digital platforms who can experience serious psychological issues due to their extended exposure to upsetting, graphic, and violent content.

\textsuperscript{81} It is likely that the mental health impact of cyber violence is higher among women belonging to these groups, even though it may be difficult to isolate this from the negative impact on mental health of discrimination already experienced in daily life.

\textsuperscript{82} Second European Union Minorities and Discrimination Survey, Main results, European Union Agency for Fundamental Rights (EU FRA), 2017.

\textsuperscript{83} Experiences and perceptions of antisemitism, Second survey on discrimination and hate crime against Jews in the EU, European Union Agency for Fundamental Rights (EU FRA), 2018.

\textsuperscript{84} Challenges to women’s human rights in the EU: Gender discrimination, sexist hate speech and gender-based violence against women and girls, European Union Agency for Fundamental Rights (EU FRA), 2017.
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Cyber violence among adolescents.

Cyber violence has specific incidence and impacts on adolescents. It can take different forms and evidence varies a lot depending on the definition used.

Online sexual violence – which affects children and youths disproportionately (Council of Europe, 2018) – is of course a major issue. It is addressed by several national laws and by international instruments, such as the Lanzarote Convention on Protection of Children against Sexual Exploitation and Sexual Abuse, which criminalises all forms of abuse against children including forms of cyber violence, including online sexual exploitation and sexual abuse, such as grooming, child pornography and corruption of children.

Several research projects have indicated the relevance of cyber harassment and cyberbullying, meanwhile, but to differing extents depending on country, time, age group and definition used. Estimates from the US Youth Internet Safety Surveys concluded that online harassment increased from 6% in 2000 to 11% in 2010 among the 10 to 17 age group. Girls made up an increasing proportion of victims: 69% of victims were girls in 2010 compared with 48% in 2000.

More recent research focusing on cyberbullying, indicates a growing phenomenon: a 2019 study – again in the US – indicates that 36.5% of adolescents (12 to 17 year-old school students), out of a sample of about 5,000, have experienced cyberbullying during their lifetime. About 30% of respondents indicated having experienced one or more forms of cyberbullying over the previous 30 days. The phenomenon involves both boys and girls. The prevalence of girls among victims is higher (38.7% as opposed to 34.1%), while offenders are more frequently boys (16.1% as opposed to 13.4%). A 2015 Vodafone survey of 4,720 13 to 18 year-olds in several countries found that an average of around 18% teens surveyed had been cyberbullied (New Zealand 30%, USA 27%, Ireland 26%, Italy 11%, Czech Republic and Spain 8%). A 2013 survey in Portugal of adolescents aged 12 to 16 indicated that cyber-victimisation was widely experienced by those adolescents (66.1%), mainly among the older ones. Other research projects on Asian countries indicate that prevalence can be between 26% and 33% in Malaysia and reaching 80% in the case of the Philippines (among 13 to 16 year-olds).

There is also evidence of cyber dating abuse among teenagers. A US study for instance found that 26% of adolescents from 7th to 12th grade had experienced cyber-dating abuse. A recent study in Spain indicates that almost half of adolescents (44.1%) indicated having occasionally displayed some cyber-control behaviour toward their partners; this research shows that sexist attitudes play an important role.

These forms of violence have mental health consequences for adolescents, as is observed for adults, but of course with specific traits. The 2015 Vodafone survey indicates that about 40% of respondents who were victims of cyberbullying felt depressed or helpless, 26% felt 'completely alone' and 18% experienced suicidal thoughts. The impact on school appears important (for 21% of victims) and about 38% did not involve their parents because of shame and similar feelings.

Research shows that fear is a common emotional response that results from personal and social perceptions of risk and has potentially adverse effects on health and quality of life. It can harm both the sense of trust and the school outcomes of victims. Moreover, there is often an overlap between victims and perpetrators, thus showing a 'violence generating' cycle. Other results point at a significant relationship between cyber victimisation and a number of mental health problems and self-damaging coping strategies among adolescents: anxiety, depression and decreased self-esteem are the most common direct impacts, together with a decreased quality of relationship with parents and peers. Substance abuse and increased violence at school appear as expressions of decreased quality of life. Some studies also identify suicidal thoughts as an important consequence.

Sources:
4.4.2. Quantification of the costs

Some of the costs of gender-based cyber violence were quantified by means of an economic assessment.86 These costs included healthcare costs, legal costs, labour market costs and costs to quality of life. The calculations took into account the prevalence of cyber harassment and cyber stalking in each Member State.87 Aggregated at EU-level they represent an overall cost to EU society.

Victims of gender-based violence may seek legal recourse, generating legal costs. Some evidence suggests that the percentage of victims who seek legal intervention is low, which may be due in part to limited recognition of gender-based cyber violence as a crime. The analysis assumes that only 5% of victims seek legal recourse. As reliable data on the cost of legal proceedings for cyber violence was not available, the assessment drew on data for general legal proceedings in the EU.88

Healthcare costs stem from an increased risk of developing mental health conditions, in particular anxiety and depression disorders, which research suggests are common among victims of cyber violence.89 It was assumed that more severe forms of cyber violence such as cyber stalking would generate more severe consequences e.g. a higher risk of developing depression, whereas cyber harassment might have less serious consequences, e.g. a high risk of developing an anxiety disorder. Drawing on the available literature, the analysis assumed that about 40% of victims of either form of cyber violence would experience a mental health disorder.90 The healthcare costs of anxiety and depression disorders include the costs of all goods and services relating to the prevention, diagnosis and treatment of a disorder, e.g. medical consultations, hospitalisations and medication.91

Victims may also suffer a loss in quality of life due to the health consequences of gender-based cyber violence. Disability weightings for anxiety and depression disorders among women were obtained from the Global Burden of Disease study and applied to the estimated number of women affected by these two conditions to obtain an estimate for the number of lost ‘healthy life years’.92 The number of ‘healthy life years’ lost was then monetised using the value of a ‘healthy life year’, assumed to be €75 000 for a single person.93

Poorer mental health can also have an impact on employment and productivity. According to the OECD, the employment rate among people suffering chronic depression is about 30 percentage

86 See Annex II to this paper.
87 Please refer to Section 2.2 for more information concerning the definition of the scenarios.
88 Study on the Transparency of Costs of Civil Judicial Proceedings in the European Union, Final report, HOCHE and European Commission, 2007. The study does not provide data for Croatia, Malta or Romania. Figures for these countries were approximated using the average cost for the other countries. The figures were inflated to 2017 values using the price index for professional services, obtained from the Eurostat database (indicator: service producer prices – annual data [sts_sepp_a]).
90 This assumption is drawn from the following study: M. Lindsay, J. Booth, J. Messing and J. Thaller, ‘Experiences of Online Harassment Among Emerging Adults: Emotional Reactions and the Mediating Role of Fear’, Journal of Interpersonal Violence, 2015.
93 Study on the economic, social and human costs of trafficking in human beings within the EU, European Commission, 2020.
points lower than among persons who report no mental health conditions. Another study reports that, on average, each worker with a mental health condition loses 30.9 days of work per year. The analysis made several assumptions. First it assumed that victims of cyber violence would be employed at the same rate as the female population in the same age group in each country in the absence of mental health consequences of cyber violence. Second, it assumed that victims of cyber harassment who developed an anxiety disorder suffered a risk of lower productivity while victims of cyber stalking who developed a depression disorder could suffer both lower productivity as well as lower participation in the labour market.

With these assumptions, the impacts on employment and productivity were monetised using Member State-level data on average wages and employment rates of women, as well as data on hours worked each year. Lost tax revenue was then estimated for the lost labour market income due to lower labour market participation and productivity of the victims of gender-based cyber violence.

The economic assessment did not investigate the macro-economic effects that could ensue owing to victims’ lower productivity and labour income. Lower income leads to lower consumption, which can decrease aggregate demand with adverse impacts on a country’s GDP growth in the long run.

Table 5 summarises the findings from the quantitative analysis. The overall costs of cyber harassment and cyber stalking perpetrated against women over 18 years of age were estimated to range from €49.0 to 89.3 billion. The wide range reflects the underlying uncertainty concerning the prevalence of cyber harassment and cyber stalking experienced by women in the EU. The largest cost category is quality of life, which accounts for more than half of overall costs (61% for cyber harassment and 53-56% for cyber stalking). The labour market impacts are also substantial together accounting for about 30% for cyber harassment and 34-38% for cyber stalking, the higher costs for the latter due to lower labour force participation. Healthcare costs and legal costs, while contributing less to overall costs, are nonetheless substantial.

Table 5 – Economic costs of gender-based cyber violence: yearly costs (euros, 2019)

<table>
<thead>
<tr>
<th></th>
<th>Cyber harassment costs (€)</th>
<th>Cyber stalking costs (€)</th>
<th>Cyber harassment and Cyber stalking costs (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legal costs</td>
<td>417.5-826.1 million</td>
<td>417.5-826.1 million</td>
<td>0.76-1.5 billion</td>
</tr>
<tr>
<td>Healthcare costs</td>
<td>2.1-4.0 billion</td>
<td>1.3-2.7 billion</td>
<td>3.4-6.7 billion</td>
</tr>
<tr>
<td>Quality of life costs</td>
<td>18.3-34.1 billion</td>
<td>10.0-18.9 billion</td>
<td>28.3-53.0 billion</td>
</tr>
<tr>
<td>Lower participation in the labour market</td>
<td>n.a.</td>
<td>4.0--5.9 billion</td>
<td>4.0--5.9 billion</td>
</tr>
<tr>
<td>Lower productivity</td>
<td>6.9-12.4 billion</td>
<td>1.7-2.9 billion</td>
<td>8.6-15.3 billion</td>
</tr>
<tr>
<td>Lost tax revenue</td>
<td>2.2-4.1 billion</td>
<td>1.7-2.8 billion</td>
<td>3.9-6.9 billion</td>
</tr>
<tr>
<td>Total</td>
<td><strong>29.9-55.4 billion</strong></td>
<td><strong>19.0-33.9 billion</strong></td>
<td><strong>49.0-89.3 billion</strong></td>
</tr>
</tbody>
</table>

Note: These EPRS estimates extrapolate the methodology used in Annex II for women aged 18 to 29 to all women aged 18 and over. The analysis leveraged data by Member State and age group for labour market parameters (e.g. wages and employment rate) and disability weightings to estimate losses in quality of life.

---

96 OECD indicator for average annual hours actually worked per worker and Eurostat indicators for labour market participation and average wages (earn_ses18_28 and lfsa_egan).
97 OECD online database, Dataset: Table I.6. All-in average personal income tax rates at average wage by family, single person, no child.
5. Possible EU policy responses to current weaknesses

5.1. EU right to act – legal basis

With the above-mentioned problem definition and gaps analysis this paper supports the need to act or intervene at EU level. Whether on the lack of harmonised legal definitions, awareness raising, and reporting or the need for more research and data, a stronger impetus is achieved by EU action, in particular since this is a cross-border issue.

Although the Treaty on the Functioning of the European Union (TFEU) offers only a limited legal basis for EU action in the area of criminal law, there is room for manoeuvre. Chapter 4 TFEU, on judicial cooperation in criminal matters, allows for EU action. In Articles 82 TFEU and following, the possibility is given to establish minimum rules by means of directives. As such Article 83 and 84 TFEU could provide the legal basis for EU intervention.98

- **Article 83(1) TFEU** could be the basis for a directive, should cyber violence i) be on the list of crimes, ii) be defined as a ‘particularly’ serious crime, and iii) have a cross-border component.
- **Article 84 TFEU** offers the possibility to ‘promote and support the action of Member States in the field of crime prevention’. Action could include awareness-raising initiatives, improvements to existing rules and the establishment of networks of national contact points.

5.2. Policy options and their impacts

A set of policy options have been developed on the basis of the analysis of the scope of the problem, the identified gaps and the resulting impact. These policy options are all EU-level actions, both legislative and non-legislative.99

- **Legislative policy options**
  - Policy option 1: secure EU accession to the Istanbul Convention or develop similar EU legislation.
  - Policy option 2: develop a general EU directive on (gender-based) cyber violence.
  - Policy option 3: develop EU legislation on the prevention of gender-based cyber violence.
  - Policy option 4: strengthen the existing legal framework.

- **Non-legislative policy options**
  - Policy option 5: facilitate EU- and national-level awareness raising.
  - Policy option 6: back national-level victim support and safeguarding services.
  - Policy option 7: conduct research into gender-based cyber violence.
  - Policy option 8: expand the existing EU collaboration with tech companies on illegal hate speech.

---

98 For a more in-depth analysis see Annex I to this paper and [Cyber violence and hate speech online against women](https://www.europarl.europa.eu), European Parliament, Policy Department for Citizens’ Rights and Constitutional Affairs, 2018.

99 For more see Annex I to this paper.
5.2.1. Qualitative and quantitative analysis by policy option

This section describes each policy option in brief and analyses its impact, benefit, costs and European added value. Within the remit of this research, further criteria have also been analysed, e.g. the risk of non-implementation, relevance, effectiveness, efficiency, coherence, subsidiarity, proportionality and necessity, and feasibility. For a summary of the above-mentioned qualitative criteria see Table 6.

Legislative policy options

Policy option 1: secure EU accession to the Istanbul Convention and/or develop similar EU legislation

In 2015, the European Commission announced its intention to ratify the Istanbul Convention. However, some Member States question accession and the content of the convention. The European Parliament has asked for an opinion of the Court of Justice of the European Union (CJEU) in this regard. Should ratification not be finalised in the near future, a legislative proposal on preventing and combating gender-based violence and domestic violence could be considered. This proposal would entail objectives similar to those of the Istanbul Convention and maintain its ratification. New EU legislation could meanwhile address gender-based cyber violence explicitly.

If the EU legislative proposal includes gender-based cyber violence explicitly, this policy option has the potential to have a considerable impact on costs by increasing the rate of prosecution and thus deterring perpetrators, leading to a lower prevalence. The increase in legal costs would be expected to be more than offset by the reduction in costs relating to a lower prevalence of cyber violence. Moreover, enhanced support for victims could help to mitigate the mental health consequences of cyber violence. Overall, the policy option could lead to a 6 to 12% reduction in costs.

Table 6 – Accession to the Istanbul Convention or similar legislation

<table>
<thead>
<tr>
<th>Policy option 1</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>Positive impacts could be expected for victims and perpetrators of gender-based cyber violence as well as for the working practice of law enforcement and professionals working with victims. Addressing cyber violence explicitly, new EU legislation would have very positive impact. Very positive impacts could also be expected in terms of fundamental rights, in particular through increased access to legal recourse. This would include guaranteeing the protection of fundamental rights as well contributing to respect for other fundamental rights, for example prohibition of inhumane treatment, respect for private and family life, freedom of expression and the right to life.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Social and economic benefits could potentially be achieved by the subsequent reduction in gender-based cyber violence, such as greater participation of women and girls online, less discrimination, victims being better protected, authorities having a clear legal framework.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Ratification of the Istanbul Convention would entail some administrative financial costs. In addition, higher legal costs arising from victims seeking recourse could be expected.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>The expected benefits outweigh the costs and significant European added value could be achieved. The direct approach explicitly referencing cyber violence would be even more valuable.</td>
</tr>
</tbody>
</table>

For an in-depth analysis see Annex I to this paper.
Policy option 2: develop a general EU directive on (gender-based) cyber violence

With an EU directive on gender-based cyber violence based on Article 83(1) TFEU, minimum rules could be established regarding the definition of criminal offences and sanctions, i.e. cyber violence as part of computer crime. Two options are on the table: i) a general directive on cyber violence explicitly referencing gender-based cyber violence or ii) a directive on gender-based cyber violence. This would require a harmonised definition at EU level.

The impacts of this policy option would be qualitatively similar to those identified for policy option 1. The establishment of a common legal definition could increase the likelihood that victims of gender-based cyber violence would seek legal resource and mitigate the degree of victimisation (on account of the deterrent effect on perpetrators). Overall, the policy option could lead to a 5 to 15% reduction in costs.

Table 7 – Develop a general EU directive

<table>
<thead>
<tr>
<th>Policy option 2</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>A positive impact would be achieved for stakeholders, in particular regarding the individual rights perspective of victims. Should such a directive include the gender perspective, positive impacts on safeguarding fundamental rights could be expected such as the prohibition of inhumane treatment, the right to respect for private and family life, right to effective remedy, the right to freedom of expression and the prohibition of discrimination.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Society would benefit from a reduction in gender-based cyber violence, greater participation of women and girls online and less discrimination. Victims could be better protected and authorities in charge would profit from a clearly defined framework and more support on cross-border elements. The Member States could also benefit from a more effective cooperation.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>There are financial costs involved in implementing and transposing the directive into national legislation both at EU and national level. Legal costs for victims may also increase.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>As gender-based cyber violence has a cross-border component by nature and owing to the lack of national regulation, a joint EU approach would generate European added value.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus authors’ own assessment.

Policy option 3: develop EU legislation on the prevention of gender-based cyber violence

Although Article 84 TFEU cannot be the legal basis for establishing a common legal and binding definition and typology on gender-based cyber violence, Article 84 TFEU could be applied to promote and support crime prevention action at national level. This could be done either on gender-based violence with explicit reference to cyber violence or by means of a new initiative on gender-based cyber violence. It is possible that these soft measures could mitigate the risk of victims developing mental health disorders and the associated costs. Overall, the policy option could lead to a 5 to 10% reduction in costs.
Table 8 – develop general EU legislation

<table>
<thead>
<tr>
<th>Policy option 3</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>Law enforcement, professionals working with victims and victims themselves would experience positive impacts. Such legislation would also have a positive impact on respect for fundamental rights. Impacts would in all cases be limited however owing to a lack of harmonisation.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Benefits are to be expected in terms of the improved mental health of victims, leading to improved labour market outcomes and quality of life. Better cooperation and increased awareness across all stakeholders and the EU population would help to reduce the scale and prevalence of gender-based cyber violence.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Implementing legislation, including research, support for victims and awareness-raising campaigns would entail financial costs.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>As there are deficiencies in the legal frameworks at EU- and national level and owing to the cross-border nature of cyber violence, added value would be achieved, though less than under policy options 1 and 2.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus authors’ own assessment.

Policy option 4: strengthen the existing legal framework

Existing EU legislation could be amended by adding a gender dimension and defining forms of cyber violence. This could be done for directives on cybercrime and by introducing an online perspective to existing EU legislation. An example would be the Victims’ Rights Directive (Directive 2012/29/EU), which could be amended in order to include gender-based cyber violence and its specific characteristics. This would not involve a harmonised definition however. Gender-based cyber violence would not therefore be defined in the EU and Member States would still have diverging approaches as defined under their respective laws.

In response to this policy option, more victims may seek legal recourse, which could lead to a small increase in costs. Enhanced support for victims could also mitigate the mental health impacts of cyber violence. Overall, the cost reduction due to this policy option would be expected to be comparable to policy option 3 (5 to 10%).

Table 9 – Strengthen the existing legal framework

<table>
<thead>
<tr>
<th>Policy option 4</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>With this indirect approach the impact would not be as strong as with options 1 to 3. Nevertheless, victims, professionals working with victims and law enforcement would experience positive impacts. The same is true concerning fundamental rights.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Benefits could include increased rights of victims of gender-based cyber violence and improved mental health and quality of life.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Costs would be connected with transposing EU legislation in the Member States as well as with the revision of applicable EU law. Victims may incur greater legal costs.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>European added value would be achieved as the legal framework would be strengthened.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus the authors’ own assessment.
Non-legislative policy options

Policy option 5: facilitate EU- and national-level awareness raising

In addition to existing programmes and initiatives addressing awareness raising and combating violence against women, supplementary activities incorporating both the online and gender dimension could be introduced. This would enable the cross-border nature of gender-based cyber violence to be addressed. More funding could be initiated to support Member States in their national awareness campaigns. The European Commission or Europol could be tasked with coordinating such initiatives. Such initiatives could be introduced via the Justice programme and/or the Rights and Values programme.

This policy option would result in effects similar to those under policy option 4 in terms of a slight increase in legal costs and a decrease in mental health costs. The effectiveness of enforcement may be lower and more indirect than if reinforced by a legal measure. Overall, the policy option could lead to a 1 to 5% reduction in costs.

Table 10 – Facilitate awareness raising

<table>
<thead>
<tr>
<th>Policy option 5</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>Positive impacts may be seen for victims, professionals working with victims, perpetrators and law enforcement. Better awareness of the effects of gender-based cyber violence would lead to better respect for fundamental rights. However, as this would not include any legal mechanism and would only target awareness raising the impact would not be as strong.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>EU citizens' awareness of gender-based violence would be strengthened. Victims would benefit from a lower risk of mental health disorders and improved quality of life.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Costs would be incurred from developing the Justice programme, increased funding with for EU awareness-raising campaigns and support for Member States in their initiatives.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>Added value could be achieved at EU level as the awareness raising campaign would address the cross-border nature of the issue, and Member States' initiatives would receive financially support.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus authors' own assessment.

Policy option 6: back national-level victim support and safeguarding services

To overcome insufficient support for victims and safeguarding activities of Member States, instruments such as training for law enforcement and professionals working with victims could be developed and offered. Such training courses would increase knowledge of victims’ rights and perspectives, support for victims, and the connection between off- and online violence. Were the legal definition to be harmonised EU-wide, programmes could be set up by the European Union Agency for Law Enforcement Training (CEPOL) under the Justice programme. Also, under this policy option, activities or services for victims in Members States could be supported, leading towards mitigation of mental health impacts. Hence, the benefits of the policy option would be similar to those seen under policy option 3. Policy options 3 and 6 could be more effective if linked.
Table 11 – Backing of victim support and safeguarding services

<table>
<thead>
<tr>
<th>Policy option 6</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>There would be a positive impact on the work of law enforcement and professionals working with victims, with a positive effect on the experiences of victims, and greater respect for fundamental rights.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Training courses would improve the effectiveness of safeguarding and victim support mechanisms. Victims would profit from the better understanding of gender-based cyber violence and its application by law enforcement. Victims' mental health would also benefit.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Funding of training programmes, victim support services and developing the Justice programme would generate costs.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>European added value would be created as the lack of training at national level would filled and cross-border aspects addressed.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus authors’ own assessment.

Policy option 7: conduct research on gender-based cyber violence

This policy option addresses the lack of research and data on gender-based cyber violence. More research initiatives could be supported, while complementing existing research. Research could be done by and with EU institutions such as EIGE, FRA, EUROPOL and EUROJUST. Those agencies could also support policy-making with better informed and evidence-based decision making. Examples of areas where research is needed include: the prevalence and scale of gender-based cyber violence, social, economic and other impacts, and legal and policy approaches in the EU and the Member States. Whether benefits were realised or not would depend strongly on whether the research projects funded provided relevant and feasible policy recommendations. Hence, although this policy option has the potential to generate major benefits, it is likely that these will be realised in the long rather than the short run.

Table 12 – Conduct research and gather data

<table>
<thead>
<tr>
<th>Policy option 7</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>Policy-making would be positively impacted by a better understanding of the issue. There would be no direct impact for victims, professionals working with victims, law enforcement or fundamental rights.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>The benefits would be a better understanding of the approaches to, and scale, impacts and nature of gender-based cyber violence in the Member States and the EU.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Costs would arise from research and data collection.</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>Added value would be achieved through the support offered, a greater understanding of the issue and policy-makers' support for the development of EU-wide policy responses.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus authors’ own assessment.
Policy option 8: expand EU collaboration with tech companies on illegal hate speech

This policy option is aimed at extending the scope of the existing Code of Conduct on Countering Illegal Hate Speech Online and related activities in order to cover gender-based violence, such as gender-based hate speech online. It would support a better understanding within and adequate reaction by platforms and IT companies respectively. This policy option could result in the circulation of threatening material online being limited and the prevalence of gender-based cyber violence being reduced. Being a non-legislative policy option, the effects could be similar to those expected under policy options 1 and 2. Overall, the policy option could lead to a 15 to 24% reduction in costs.

Table 13 – Expand collaboration with tech companies on illegal hate speech

<table>
<thead>
<tr>
<th>Policy option 8</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts</strong></td>
<td>A quicker reaction to gender-based cyber violence, such as online hate speech, would have a positive impact on victims. It would also strengthen their fundamental rights.</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Identification and moderation of gender-based cyber violence would be of benefit to victims and society at large.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>The technical development of tools and training of staff would generate costs. However, those could be seen as normal operating costs. The European Commission would face greater costs in connection with monitoring and reporting.</td>
</tr>
<tr>
<td><strong>European value added</strong></td>
<td>As platforms and IT companies tend to operate cross-border and cyber violence is of a cross-border nature, addressing the issue would add value. As most companies do not or would not act Member State by Member State a single code of conduct would facilitate their work.</td>
</tr>
</tbody>
</table>

Source: Based on Annex I and II to this paper plus authors’ own assessment.

---

101 Code of Conduct on Countering Illegal Hate Speech Online, European Commission, 2016.
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6. European added value – Resumé

The analysis of the scope of the problem, the gaps identified and the resulting impact led to the development of a set of policy options. These policy options are all EU-level measures, both legislative and non-legislative.

- **Legislative policy options**
  - Policy option 1: secure EU accession to the Istanbul Convention or the development of similar EU legislation.
  - Policy option 2: develop a general EU directive on (gender-based) cyber violence.
  - Policy option 3: develop EU legislation on the prevention of gender-based cyber violence.
  - Policy option 4: strengthen the existing legal framework.

- **Non-legislative policy options**
  - Policy option 5: facilitate EU and national level awareness raising.
  - Policy option 6: back national level victim support and safeguarding services.
  - Policy option 7: conduct research on gender-based cyber violence.
  - Policy option 8: expand the existing EU collaboration with tech companies on illegal hate speech.

Among the legislative policy options, the qualitative analysis suggests that ratification of the Istanbul Convention or the development of similar legislation (policy option 1) could offer the most benefits. It would take into account online and offline gender-based violence and adjust to international legislation. Policy option 2 is expected to have overall qualitatively similar impacts, despite displaying lower levels of relevance and coherence. Legislative options are the most promising mainly on account of the development of a legal definition and associated consequences/sanctions. A 6 to 12% reduction in costs could potentially be achieved with policy option 1 – EU accession to the Istanbul Convention or the development of similar EU legislation. Developing a general EU directive on (gender-based) cyber violence (policy option 2) could lead to a 5 to 15% reduction in costs.

Looking at the non-legislative options, all policy options 5 to 8 could have a positive impact quantitatively, whereas policy option 8 is the most promising, potentially reducing costs by 15 to 24%. Relying on soft measures alone and facilitating EU and national-level action (policy option 5) would be comparatively weaker (1-5% reduction). A summary of the assessment of the policy options is to be found in the table below.

In the qualitative analysis it is deemed that the greatest impact would be a combination of legal policy options 1 and 2 combined with the non-legal policy options 5 to 8. Therefore, analysis of the policy options indicates the strongest impact when combining legislative and non-legislative legislative actions.

From an economic perspective, most of the policy options under consideration would likely lead to a substantial reduction in the costs of gender-based cyber violence that would outweigh the costs of implementing the policy option. The reduction in costs would arise from a reduction in the prevalence of cyber violence and/or from a reduction in its mental health impacts.

The European added value (EAV) of action in this area varies depending on the policy option. The policy options considered in this study offer an EAV ranging between 1 and 24% of the baseline costs, translating as between €490 to 893 million and €11.8 to 21.4 billion per year depending on the policy option considered.
Assessment of the policy options

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Legal policy options</th>
<th>Non-legislative policy options</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Policy option 1</td>
<td>Policy option 2</td>
</tr>
<tr>
<td>Stakeholder impacts</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Impacts on fundamental rights</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Benefits</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Costs</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Risk of non-implementation</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Relevance</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Efficiency</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Coherence</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Subsidiarity, proportionality &amp; necessity</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Feasibility</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Estimated reduction in costs</td>
<td>6-12%</td>
<td>5-15%</td>
</tr>
</tbody>
</table>

European added value assessment

| Qualitative assessment                | ++             | +++            | +              | +               | +               | +              | +               | +              | ++                  |
| Quantitative assessment (€ billion)*  | €2.9-10.7      | €2.4-13.4      | €2.4-8.9       | €2.4-8.9        | €0.5-4.5        | Not quantified | €7.3-21.4                  |

Source: Annex I to this paper. *Authors’ estimations based on an extrapolation of the methodology used in Annex II for women aged 18 to 29 to all women aged 18 and over.

Note: Scoring system: 0 = no impact; + to +++ = varying degrees of impact, from + = low impact to +++ = high impact.
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The study ‘European added value assessment on Combating gender-based Cyber violence’ was commissioned by the European Parliament’s European Added Value (EAVA) Unit and carried out by the Centre for Strategy & Evaluation Services in the later part of 2020 and early 2021. The study examines the nature and scale of the problem of gender-based cyber violence, existing legal frameworks at the EU level and across the Member States that can be used to tackle the problem, and the case for additional measures. A total of eight policy options are developed and assessed.

The study’s overall conclusion is that there should be additional EU intervention under Article 83 TFEU involving a combination of legislative and non-legislative actions. On the legislative side, the ratification of the Istanbul Convention and/or the implementation of similar EU rules (Policy Option 1) is likely to have the highest impact on the problem of gender-based cyber violence. However, for greater impact, this measure could be combined in one Directive with other legal measures, such as the strengthening of the existing legal framework, and a range of non-legislative measures including crime prevention and support for victims. As such, ideally Policy Option 1 should be combined with non-legislative supporting measures (Policy Options 5 to 8).
Executive summary

The study ‘European added value assessment on Combating gender-based Cyber violence’ was commissioned by the European Parliament’s EAVA Unit and carried out by the Centre for Strategy & Evaluation Services in the later part of 2020 and early 2021.

Below we provide a summary of the study’s main study findings and the conclusions. We first briefly summarise the study aims:

Study aims and methodology

The aim of this study was to provide an assessment on the possible European added value of EU action to help combat gender-based cyber violence. To this end, the research was designed to:

- Provide a review of the literature.
- Highlight the main issues, risks and principles that are identified in the academic and policy debates that could require regulatory intervention.
- Compare baseline scenarios (no change to the current situation) with other possible scenarios (including adoption of a specific legislation at the EU level) and compare these options.
- Identify the policy options considering EU competences, principles of subsidiarity and proportionality and feasibility.

The scope of the study covered three elements: (i) an analysis of the current legal setting, possible legal impacts and benefits, and legal policy options; (ii) an evaluation of impacts and benefits on society and individuals, including EU policy options; and (iii) an analysis of the economic impacts and benefits, as well as the quantification of the European Added Value of the identified policy options.

The research carried out by CSES involved a combination of desk research, an interview programme with key stakeholders in a sample of 12 Member States, and two virtual focus groups with respectively EU-level and national stakeholders.

Current situation with regard to gender-based cyber violence

Gender-based cyber violence is a growing phenomenon that has significant impacts on victims, businesses and other stakeholders, and society as a whole. However, whilst there is plenty of anecdotal evidence, there is only limited quantification of the problem in terms of its prevalence. That said, in terms of prevalence, the EIGE has found that one in ten women experience cyber-harassment by the age of 15, and cyber-harassment is just one of many types of gender-based cyber violence.

Gender-based cyber violence exists as an interaction between cyber violence and gender-based violence. It can be seen as the continuation of offline gender-based violence in the online environment. As the European Commission’s Advisory Committee on Equal Opportunities for Women and Men, and others such as the UN Special Rapporteur on violence against women, have suggested cyber violence can take many different forms including hate speech, cyber-harassment, cyberstalking, trafficking and sexual exploitation, sharing content without consent, hacking, identity theft, cyberbullying and doxing. Existing forms of cyber violence and gender-based cyber violence are constantly evolving and new forms are emerging. The UN Special Rapporteur on violence against women noted that new technologies “will inevitably give rise to different and new manifestations of online violence against women”.

Another noteworthy feature is that there is a wide variety of online communication channels and means can be used to perpetrate gender-based cyber violence, including via social media, web content, discussion sites, dating websites, comment sections and gaming chat rooms. This is a key difference between online and offline gender-based violence, as the ease and scale at which many forms of gender-based cyber violence can be perpetrated is significantly greater than for offline forms of gender-based violence. There are also different types of perpetrators including relatives, acquaintances, ex or current partners, co-workers, classmates and anonymous users.

As Section 2 of the report explains, existing research suggests that the impact of cyber violence on victims includes reputational damage, mental illness, disruptions to living situations, invasions of privacy, silencing or withdrawal from the online environment, and damage to personal relationships as a by-product of being active online and reduced engagement in democratic life. In addition to the effects on individuals and more broadly the social impacts, there are also significant financial consequences of cyber violence such as healthcare costs incurred as a result of harassment, damage to career prospects, job loss and time taken off work. Indirect financial effects include the costs to law enforcement agencies and victim support organisations that deal with cases of cyber violence, as well as negative economic impacts for businesses and other organisations.

Perhaps not surprisingly, the complexity and constantly evolving nature of gender-based cyber violence means that there is currently no agreed definition of the problem.

Although definitions of gender-based cyber violence, and cyber violence more generally, have been developed, for example by the European Commission’s Advisory Committee on Equal Opportunities for Women and Men and the UN Special Rapporteur on Violence against Women, an agreed definition of gender-based cyber violence that encompasses the wide variety of forms of gender-based cyber violence and reflects the variable terminology that is used does not exist. There is, however, broad agreement between key international and EU stakeholders on the main elements of a definition, i.e. it should be broad, reflect links between offline and online violence against women, be coherent with existing definitions of cybercrime, cyber violence and gender-based violence, and consider the different components of gender-based cyber violence. The components include the different forms of gender-based cyber violence, the mechanisms through which cyber violence is perpetrated, the different types of perpetrators and the constant evolution of the online environment in which such violence takes place.

Existing legal frameworks and scope for EU intervention

Having examined the nature and extent of the problem, our report then analyses existing legislation and policies to combat gender-based cyber violence.

As Section 4 of the report argues, without a common definition, it has been left to each EU Member State to develop its own definition of cyber violence and — assuming of course that it is considered to be a crime — its own criminal justice framework to tackle the problem. Our assessment suggests that there are a wide range of approaches to dealing with gender-based cyber violence. The Member States’ laws addressing cyber violence often apply the existing framework for offline crimes to the online environment. The diversity of approaches, lack of a common definition, the fact that the problem is transnational insofar as online cyber violence is borderless, and the gaps and deficiencies in existing legislative and policy responses, taken together, suggest that there are shortcomings in the existing legal frameworks and that there is scope for EU intervention.

An assessment of the scope for EU intervention is provided in Sections 4 and 5 of the report. Although EU intervention could take the form of non-legislative measures, there is a case for a legal measure to tackle the problem of a lack of a harmonised definition of gender-based cyber violence and shortcomings in the legal basis for cross-border cooperation and information sharing to tackle
the problem. The **legal basis for such an intervention** could be provided by Articles 83 and 84 of the TFEU.

Thus, **Article 83(1)** provides an opportunity for developing a general Directive on (gender-based) cyber violence if three key criteria are met. These criteria are that cyber violence should be: (i) covered by the closed list of crimes detailed in Article 83(1); (ii) considered a ‘particularly serious crime’; and (iii) include a cross-border dimension. In addition, **Article 84** of the TFEU provides for the possibility to establish measures to promote and support the action of Member States in the field of crime prevention but excluding any harmonisation of the laws and regulations of the Member States. As such, Article 84 could be used for specific initiatives, such as initiatives to raise awareness, establish a network of specific national contact points or initiatives to improve enforcement of existing rules.

Non-legislative supporting measures of a ‘soft law’ nature at the EU level could include steps to support and share good practices with non-governmental organisations and public authorities with regard to addressing gender-based cyber violence and encouraging social media and tech companies generally to adopt measures to more effectively tackle the problem.

A total of eight **legislative and non-legislative policy options** are assessed in Section 5 of the report. The report’s conclusion is that EU intervention is justified and that this should consist of a combination of legislative and non-legislative actions. With regard to the legislative aspect, the options include ratifying the Istanbul Convention and/or developing similar legislation on violence against women (policy option 1); developing a general EU directive on (gender-based) cyber violence (policy option 2); developing an EU directive implementing crime prevention measures (policy option 3); and making amendments to strengthen the existing EU legal framework (policy option 4). The non-legislative options include support for awareness-raising initiatives (policy option 5), victim support and safeguarding (policy option 6), research (policy option 7) and collaboration with IT companies (policy option 8).

**Overall, it is suggested that there should be EU intervention involving a combination of legislative and non-legislative actions.** On the legislative side, the greatest positive impact would be achieved by the adoption of policy option 1 – ratifying the Istanbul Convention and/or developing similar legislation. Although policy option 2 would also deliver significant positive impacts, the broader scope of policy option 1, that aligns to the existing international legal framework and considers online and offline forms of gender-based violence, ensures it would be a more relevant and coherent legislative option. For greater impact, policy option 1 could be combined with the strengthening the existing legal framework through policy option 4 and all non-legislative supporting measures, as described by policy options 5 to 8. These non-legislative options would be efficient to implement and could enhance the impacts of the legislative policy options.

Below, we summarise our assessment of the strengths and weaknesses of the various policy options. We use the following scoring system to summarise our assessment of the relative merits of each policy option in relation to the different criteria: 0 = no impact; + to +++ = varying degrees of impact, from + = low impact to +++ = high impact.
### Summary assessment of proposed policy options

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Legal policy options</th>
<th>Non-legislative policy options</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Policy option 1</td>
<td>Policy option 2</td>
</tr>
<tr>
<td>Stakeholder impacts</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Impacts on fundamental rights</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Benefits</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Costs</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Risk of non-implementation</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Relevance</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Efficiency</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Coherence</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Subsidiarity, proportionality &amp; necessity</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>European added value</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Feasibility</td>
<td>+</td>
<td>++</td>
</tr>
</tbody>
</table>
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1 Introduction

This document contains the Final Report for the assignment ‘The European Added Value Assessment on Combating Gender-based Violence: Cyber Violence’. The assignment was carried out for the European Parliament by the Centre for Strategy & Evaluation Services (CSES) between September 2020 and February 2021.

1.1 Study objectives

The aim of this study was to provide an assessment on the possible European added value of EU action to help combat gender-based cyber violence. To this end, the study was designed to:

- Provide a review of the literature.
- Highlight the main issues, risks and principles that are identified in the academic and policy debates that could require regulatory intervention.
- Compare baseline scenarios (no change to the current situation) with other possible scenarios (including adoption of a specific legislation at the EU level) and compare these options.
- Identify the policy options considering EU competences, principles of subsidiarity and proportionality and feasibility.

The scope of the study covers three elements: (i) an analysis of the current legal setting, possible legal impacts and benefits, and legal policy options; (ii) an evaluation of impacts and benefits on society and individuals, including EU policy options; and (iii) an analysis of the economic impacts and benefits, as well as the quantification of the European Added Value of the identified policy options.

1.2 Background to the assignment

To summarise, there is currently no specific instrument at the EU level on gender-based cyber violence, although there are various EU legislative acts that are directly or indirectly relevant to this problem. We examine the relevant legislation later in this report (Section 4).

Against this background, the Conference of the Presidents has authorised the European Parliament Committees on Civil Liberties, Justice and Home Affairs (LIBE) and Women’s Rights and Gender Equality (FEMM) to jointly draw up a legislative own-initiative report on ‘Combating Gender based Violence: Cyber Violence’ (2020/2035(INL)). The report will focus on examining how to combat cyber violence as an expression of gender-based violence with specific attention to violence against women and will address aspects such as measures aimed at the prevention of crime, improving online safety and effectively tackling this phenomenon. The purpose of this assignment is to provide the Parliament’s European Added Value Unit (EAVA) with the information needed to support the work of the LIBE and FEMM Committees in preparing the legislative own-initiative report on the need (or otherwise) for specific action at the EU level to help address the problem of gender-based cyber violence.

In addition to filling legislative gaps at the EU level, any new measures will have to demonstrate added value in relation to actions that have been taken by EU Member States. While some countries have adopted legislation criminalising (some) forms of gender-based cyber violence, other countries have not. Moreover, even where legislative frameworks exist, there are significant differences between countries in their approaches to the problem. Other countries do not have any specific laws in place for dealing with the issue and are even going so far as to withdraw from key treaties.
1.3 Methodological approach

The methodological approach for this assignment comprised three phases:

Phase 1: Preparatory tasks

Project scoping activities were conducted to support the refinement of the methodological approach to the study. These activities included a kick-off meeting with the European Added Value Unit (EAVA) and representatives of the FEMM and LIBE Committees and a preliminary desk research exercise to identify relevant literature and stakeholders.

Phase 2: Data collection

The research involved a literature review, interview programme and two online focus groups. These activities supported the development of country factsheets for the 12 EU Member States selected for in-depth examination, the analysis of the problem definition and for other analytical tasks.

Desk research was conducted throughout the project to identify and review literature covering all study objectives and research questions. The review examined a wide range of national, EU and international literature, including legislation, policy documents and research published by international, EU and national-level public bodies, as well as academic and grey literature. Quantitative data sources were also identified and reviewed. References are cited throughout the report and a bibliography is provided in Appendix A.

An interview programme was conducted with, in total, 108 stakeholders being contacted, and interviews being completed with 32 stakeholders at various levels – international (5 stakeholders), EU (4 stakeholders) and national (23 stakeholders). The following table summarises the interviews. A full list of the stakeholder organisations is provided in Appendix B. The interview guide is provided in Appendix C.

<table>
<thead>
<tr>
<th>Stakeholder group</th>
<th>Total contacted</th>
<th>Interviews completed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academics, research organisations and journalists</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>EU institutions and agencies</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>International intergovernmental organisations</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Law firms</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>National authorities</td>
<td>45</td>
<td>9</td>
</tr>
<tr>
<td>Non-governmental organisations</td>
<td>21</td>
<td>4</td>
</tr>
<tr>
<td>Support organisation</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>112</strong></td>
<td><strong>32</strong></td>
</tr>
</tbody>
</table>

To test and validate the emerging findings across all study objectives and, in particular, to discuss possible policy options, two online focus groups were conducted. The first focus group, which took place on 11 December 2020, brought together international and EU-level participants from the European Commission, the EU Agency for Fundamental Rights (FRA), the European Institute for Gender Equality (EIGE), the GREVIO Secretariat of the Council of Europe and several other organisations. The second focus group, on 11 January 2021, brought together 12 representatives covering the following EU Member States: Belgium, Czechia, Finland, Italy, the Netherlands, Poland and Romania. All interviewed stakeholders were invited to join one or more of the focus groups.

The research focused on a sample of 12 EU Member States: Belgium, Czech Republic, Finland, France, Germany, Italy, Lithuania, Netherlands, Poland, Romania, Spain and Sweden. The 12
countries selected for in-depth research were chosen in collaboration with the European Parliament on the basis of ensuring a broad geographical balance as well as being representative of different national legal and policy approaches to gender-based cyber violence. The country factsheets present details on the definitions of gender-based cyber violence and its forms in use in each country; national level data on the scale, prevalence and impacts of gender-based cyber violence; and the legal, policy and governance frameworks for gender-based cyber violence. The data from the national level research has been incorporated in the main report and the 12 factsheets are provided in Appendix D.

Phase 3: Data analysis and options assessment

On the basis of the data collected, the following analytical activities were conducted, culminating in the assessment of possible EU policy options against key European added value criteria.

<table>
<thead>
<tr>
<th>Summary – Data Analysis and Options Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defining gender-based cyber violence. This analysis focused on understanding what is meant by gender-based cyber violence and providing a typology of the various forms of gender-based cyber violence. This analysis examined existing definitions and discussions at the international, EU and national levels.</td>
</tr>
<tr>
<td>Problem definition. This analysis focused on understanding the nature of the phenomenon of gender-based cyber violence, by examining research on the scale and prevalence of the problem, the different types of impacts and the scale of those impacts. The social and economic impacts of gender-based cyber violence on victims, society and other stakeholders were examined.</td>
</tr>
<tr>
<td>Legal and policy frameworks. This analysis focused on examining the existing initiatives to combat gender-based cyber violence including legal and policy frameworks that directly and indirectly related to gender-based cyber violence at the international, EU and national levels; and initiatives by private and third sector stakeholders.</td>
</tr>
<tr>
<td>Gap analysis and EU options assessment. On the basis of the above analyses, a gap analysis was conducted to examine the legal gaps and barriers, as well as other challenges that are hindering the ability of Member States to effectively combat gender-based cyber violence. To tackle the gaps, barriers and challenges, a list of possible legislative and non-legislative EU policy options was developed; the nature of and rationale for each policy option were described. An analysis of the possible legal bases for EU intervention was also conducted to support the development of possible policy options.</td>
</tr>
</tbody>
</table>

The possible policy options were then assessed against a range of criteria designed to assess their relative merits. The criteria considered included: relevance, effectiveness, efficiency, costs and benefits, coherence, European added value, impacts on fundamental rights, risk of non-implementation, feasibility, and impacts on stakeholders.

Five deliverables were produced over the course of the study, providing the EAVA Unit and the representatives of the FEMM and LIBE Committee with regular presentations of the study findings.
1.4 Structure of the report

The structure of the final report is outlined below:

Table 1.2: Structure of the Final Report

<table>
<thead>
<tr>
<th>Section</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 2: Definitions</td>
<td>Examines the various definitions of gender-based cyber violence.</td>
</tr>
<tr>
<td>Section 3: Problem Definition</td>
<td>Examines existing research on the severity of the problem, its various impacts on individuals, and wider social and economic effects.</td>
</tr>
<tr>
<td>Section 4: Legal and Policy Frameworks</td>
<td>Presents an analysis of the international, EU and Member State legal frameworks and measures.</td>
</tr>
<tr>
<td>Section 5: Possible EU Intervention and Policy Options</td>
<td>Examines the scope for EU action, before defining and assessing possible EU policy options.</td>
</tr>
<tr>
<td>Section 6: Conclusions and Next Steps</td>
<td>Summarises the main conclusions</td>
</tr>
</tbody>
</table>

The appendices to this report include a bibliography (Appendix A), a list of stakeholder organisations interviewed for the study (Appendix B), the interview guide used in the consultations (Appendix C) and the twelve country factsheets (Appendix D).
2 Defining gender-based cyber violence

This section considers what is meant by gender-based cyber violence and provides a typology of its various manifestations. The rest of this section then examines the legal and non-legal definitions that are already exist at the EU, international and national levels.

Gender-based cyber violence exists as an interaction between cyber violence and gender-based violence. Conceptually, each phenomenon brings unique aspects that are necessary to understand the specificities of gender-based cyber violence. The characteristics and mechanisms of the various forms of gender-based cyber violence reflect the discussions and definitions in the literature on cyber violence. However, gender-based cyber violence can also be conceptualised as the continuation of offline gender-based violence in the online environment; in EIGE’s first examination of the topic, for instance, it noted that “experts have warned against conceptualising cyber [violence against women] as a completely separate phenomenon to ‘real world’ violence, when in fact it is more appropriately seen as a continuum of offline violence”2.

To add further complexity, existing literature and discussion by prominent stakeholders uses different terminology, thus approaching the topic from different perspectives. Variations recognised by the UN Human Rights Council in 2018 include cyber violence, online violence, digital violence, ICT-facilitated violence and technology-facilitated violence. These different terms can bring slightly different meanings and connotations. Whereas ICT- and technology-facilitated violence are considered to be broader terms, cyber violence or online violence are viewed as more restrictive.3 For example, the use of technology within a home environment (e.g. smart speakers, smart locks etc.) by a perpetrator to control a victims would be considered ICT- or technology-facilitated violence without necessarily being covered by the terms cyber / online violence, which focus more on violence in the online environment.

The categorization of the victims of different forms of cyber violence also differs with differences between cyber violence more generally, gender-based violence, violence against women specifically and violence against children. In this context, this section first details the characteristics of cyber violence, highlighting the gender dimension, before discussing the interaction with offline violence and presenting an overview of the most common forms of gender-based cyber violence (Section 2.1). Subsequently, the existing legal and non-legal international and EU definitions are examined (Section 2.2), as well as Member State definitions (Section 2.3).

2.1 Typology of gender-based cyber violence

The European Commission’s Advisory Committee on Equal Opportunities for Women and Men and other prominent stakeholders, such as the UN Special Rapporteur on violence against women, have examined the key characteristics of cyber violence:4,5

Many different forms exist. As explained further below, many different types of cyber violence exist and these can all have a gender dimension, including hate speech, cyber harassment, cyberstalking, trafficking

---

and sexual exploitation, sharing content without consent, hacking, identity theft, cyberbullying and doxing.\textsuperscript{6}

\textbf{The online environment is constantly evolving.} Existing forms of cyber violence and gender-based cyber violence are constantly evolving and new forms are emerging. The UN Special Rapporteur on violence against women noted that new technologies “will inevitably give rise to different and new manifestations of online violence against women”\textsuperscript{7}.

\textbf{A wide variety of online communication channels} and means can be used to perpetrate gender-based cyber violence, including via social media, web content, discussion sites, dating websites, comment sections and gaming chat rooms. This is a key difference between online and offline gender-based violence, as the ease and scale at which many forms of gender-based cyber violence can be perpetrated is significantly greater than for offline forms of gender-based violence.

\textbf{Different types of perpetrators exist}, including relatives, acquaintances, ex or current partners, co-workers, classmates or anonymous users.

As highlighted above, many stakeholders refer to the need to recognise the continuum of violence against women that exists between the online and offline worlds.\textsuperscript{8} Some forms of cyber violence can also result in physical violation of rights offline. For instance, as detailed further in Section 3, online harassment or stalking can turn into physical harassment or stalking (for example, sending threats or intimidating parcels to the homes of victims), or vice versa. In addition, cyber violence is often used as a means for trafficking – often known as cyber trafficking or “human trafficking that is committed with the help of computer networks”\textsuperscript{9} – where victims are recruited online and non-consensual sexual images are used to advertise for prostitution. Sexual extortion can also result in physical abuse.\textsuperscript{10}

The following table presents an overview of the main forms of cyber violence considered in this study. All of these forms of cyber violence can be perpetrated with a gender dimension.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|}
\hline
\textbf{Term} & \textbf{Examples} \\
\hline
Cyber-stalking & • One user repeatedly sending unwanted e-mails or text messages to their victims\textsuperscript{11} \\
& • Can also involve sexual advances or requests, threats of violence, and surveillance of a victim’s location through a variety of technologies.\textsuperscript{12} \\
\hline
Trolling & • An activity which is carried out online on public forums, associated with activities where debate is encouraged. \\
& • Involves posting off-topic material in large quantities, as well as inflammatory or confusing messages \\
\hline
\end{tabular}
\caption{Typology of Forms of Cyber Violence}
\end{table}


\textsuperscript{9} Frei N. (2017) *On ‘cyber trafficking’ and the protection of its victims* [online]

\textsuperscript{10} European Parliament (2018) Cyber violence and hate speech online against women

\textsuperscript{11} EIGE. (2017). *Cyber Violence is a growing threat, especially for women and girls*. EIGE. [online]

<table>
<thead>
<tr>
<th>Term</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cyber harassment and bullying</strong></td>
<td>• Perpetrators are usually anonymous.</td>
</tr>
<tr>
<td></td>
<td>• Often targeted against women with threats and/or fantasies of sexual violence.</td>
</tr>
<tr>
<td></td>
<td>• Offending a person online with unwanted, sexually explicit messages, threats of violence, or hate speech.</td>
</tr>
<tr>
<td></td>
<td>• A persistent and repeated course of conduct targeted at a specific person, designed to cause severe emotional distress and often a fear of physical harm.</td>
</tr>
<tr>
<td><strong>Hate speech online</strong></td>
<td>• All forms of expression, which share, encourage, promote or justify race hatred, xenophobia, anti-Semitism or every other form of hatred based on intolerance including aggressive nationalism, ethnocentrism, discrimination and hostility of minorities, emigrants or persons of foreign origin.</td>
</tr>
<tr>
<td></td>
<td>• Hate speech campaigns are often efficiently organised, in which the same victim or group of victims are simultaneously targeted by multiple perpetrators.</td>
</tr>
<tr>
<td><strong>Flaming</strong></td>
<td>• Vitriolic content, denoted by explicit language and misogyny.</td>
</tr>
<tr>
<td></td>
<td>• Deliberately using heated, emotionally charged or contrarian statements to elicit a response from another online user.</td>
</tr>
<tr>
<td><strong>Image-based sexual abuse/Non-consensual pornography</strong></td>
<td>• The sexually explicit portrayal of one or more persons that is distributed without the subject’s consent.</td>
</tr>
<tr>
<td></td>
<td>• Often committed by a victim’s former partner and posted on a specialised website or social media profile.</td>
</tr>
<tr>
<td></td>
<td>• Involves posting or distributing sexually graphic images or videos.</td>
</tr>
<tr>
<td></td>
<td>• Up to 90% of non-consensual pornography victims are women.</td>
</tr>
<tr>
<td></td>
<td>• Contrary to its name, this need not be motivated by personal revenge. Perpetrators may be seeking sexual gratification, or want the victim to do something for them, using the images as a form of social or economic blackmail.</td>
</tr>
<tr>
<td></td>
<td>• When the victim is a minor it is considered child pornography.</td>
</tr>
<tr>
<td><strong>Doxing</strong></td>
<td>• Publishing a victim’s personal details and sensitive data online, such as home address, photographs, name and the names of family members.</td>
</tr>
</tbody>
</table>

15 EIGE. (2017). *Cyber Violence is a growing threat, especially for women and girls*. EIGE. [online]
17 Council of Europe. (2017). “*CoE Factsheet Hate Speech*”. [online]
21 EIGE. (2017). *Cyber Violence is a growing threat, especially for women and girls*. EIGE. [online]
Term | Examples
--- | ---
| • Searching, collecting and publicly sharing personally identifiable information against a target’s will.  
• Often employed by cyberbullies and online gamers. | 

2.2 International and EU definitions

In April 2020, the European Commission’s Advisory Committee on Equal Opportunities for Women and Men noted that there is “no commonly accepted definition of online violence against women”\(^{24}\). However, a range of EU, International and national definitions of gender-based cyber violence, and related issues, have been developed. As will be discussed later in this section, these definitions have some similarities, but a distinction can be made with regard to:

- Whether the definitions are legal or non-legal in nature;
- Which of the above-mentioned variations in terminology each definition uses;
- The extent to which the definitions focus on women and cyber violence rather than purely physical violence.

In the below table, we present existing definitions of gender-based cyber violence and related terminology and indicate how they relate to the above bullet points. We first summarise definitions used by international organisations relating to cyber violence and cybercrime more generally, before focusing on (cyber) violence with a gender dimension and EU legal definitions related to the issue of gender-based cyber violence.

### Table 2.2: Existing definitions related to gender-based cyber violence

<table>
<thead>
<tr>
<th>Definition</th>
<th>Focus</th>
<th>Relevance</th>
<th>Legally binding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cybercrime Convention Committee, Council of Europe.</strong></td>
<td>Cyber violence</td>
<td>Directly relevant</td>
<td>Non-legal</td>
</tr>
<tr>
<td>Defines cyber violence as the “use of computer systems to cause, facilitate, or threaten violence against individuals that results in, or is likely to result in […] harm or suffering and may include the exploitation of the individual’s circumstances, characteristics or vulnerabilities.” (^{25})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Budapest Convention on Cybercrime, Council of Europe</strong>(^{26})</td>
<td>Cybercrime</td>
<td>Indirectly relevant</td>
<td>Legally binding</td>
</tr>
<tr>
<td>Defines a range of different cybercrimes under the following headings: Offences against the confidentiality, integrity and availability of computer data and systems; Computer-related offenses; Content-related offences, which focuses on child pornography; and Offences related to infringements of copyright and related rights.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advisory Committee on Equal Opportunities for Women and Men.</strong></td>
<td>Cyber violence against women</td>
<td>Directly relevant</td>
<td>Non-legal</td>
</tr>
<tr>
<td>“Cyberviolence against women is an act of gender-based violence perpetrated directly or indirectly through information and communication technologies that results in, or is likely to</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{23}\) NordVPN. (2020). What is doxxing and how can you protect yourself? NordVPN. [online]  
\(^{25}\) Council of Europe. (n.d.). Cybercrime portal, Cyberviolence webpage. [online]  
<table>
<thead>
<tr>
<th>Definition</th>
<th>Focus</th>
<th>Relevance</th>
<th>Legally binding</th>
</tr>
</thead>
<tbody>
<tr>
<td>result in, physical, sexual, psychological or economic harm or suffering to women and girls, including threats of such acts, whether occurring in public or private life, or hindrances to the use of their fundamental rights and freedoms. Cyberviolence against women is not limited to but includes violations of privacy, stalking, harassment, gender-based hate speech, personal content sharing without consent, image-based sexual abuse, hacking, identity theft, and direct violence. Cyberviolence is part of the continuum of violence against women: it does not exist in a vacuum; rather, it both stems from and sustains multiple forms of offline violence.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**UN Special Rapporteur on Violence against Women.**

“Any act of gender-based violence against women that is committed, assisted or aggravated in part or fully by the use of ICT, such as mobile phones and smartphones, the Internet, social media platforms or email, against a woman because she is a woman, or affects women disproportionately.”

**Istanbul Convention on preventing and combating violence against women and domestic violence.**

Within the Convention, violence against women is understood as “a violation of human rights and a form of discrimination against women and shall mean all acts of gender-based violence that result in, or are likely to result in, physical, sexual, psychological or economic harm or suffering to women, including threats of such acts, coercion or arbitrary deprivation of liberty, whether occurring in public or in private life.” Further, for it to be gender-based against women it must be “directed against a woman because she is a woman” or it must affect women disproportionately.

Similar definitions that focus on the types of harm caused are used by the **European Institute for Gender Equality (EIGE)** and the **UN Declaration on the Elimination of Violence against Women**.

**Directive on Attacks against Information Systems** establishes minimum rules concerning the definition of the following criminal offences: Illegal access to information systems; Illegal system interference; Illegal data interference;

| UN Special Rapporteur on Violence against Women. | Cyber violence against women | Directly relevant | Non-legal |
| Istanbul Convention on preventing and combating violence against women and domestic violence. | Violence against women | Directly relevant | Legally binding |
| Directive on Attacks against Information Systems | Cybercrime | Indirectly relevant | Legally binding |

---

30 EIGE webpage on *Forms of Gender-based violence*.
As illustrated in the above table, there is a range of relevant legal and non-legal definitions for issues directly and indirectly linked to gender-based cyber violence. However, there is no legal definition of gender-based cyber violence as a crime at the international or EU level.

Considering the non-legal definitions for cyber violence that have a gender dimension, key elements include: the reference to both direct and indirect use of information and communication technologies to promote gender-based violence; and the specific impacts on women. However, beyond these key elements, there are a range of other considerations that are highlighted by the Commission’s Advisory Committee, the UN Special Rapporteur and other stakeholders. As highlighted in Section 2.1, this includes the vast number of manifestations that exist, as well as the links between offline and online manifestations of violence against women. Furthermore, none of the existing definitions of direct relevance to cyber violence with a gender dimension are legally binding.

Contrary to the approach to defining gender-based violence more generally, the existing definitions specifically related to cyber violence with a gender dimension do not uniformly refer to the types of harms suffered by victims (i.e. physical, sexual, psychological and economic harm).

2.3 National definitions

The national definitions and legislation that are relevant to gender-based cyber violence are examined in more detail in Section 4. However, an overall observation is that, due to the lack of uniformity in this area, EU Member States have different approaches to defining the various forms of cyber violence.

The legal approaches to defining gender-based cyber violence in the Member States covered by this study can be grouped into three main categories:

- A general legal definition of gender-based cyber violence (or similar terms);
- Specific legal definitions for certain forms of gender-based cyber violence (most prominently in relation to non-consensual pornography);
- No legislation that makes explicit reference to the gender or cyber dimensions, but existing legislation developed to cover offline violence (such as harassment or stalking) that could be applicable to online crimes.

As can be seen in the figure and table below, only one Member State, Romania, provides a general legal definition (for ‘cybernetic violence’); and this definition was only implemented in 2020. Diverging from the non-legal EU and international definitions detailed above, the Romanian legal definition aims to list the specific forms of gender-based cyber violence and includes online

---

harassment, hate speech, stalking, threats, publication of information or intimate content without consent and interception of communications.

In seven Member States, legislation does not provide general provisions against gender-based cyber violence but laws have been introduced in relation to specific forms of gender-based cyber violence (Belgium, Czechia, France, Germany, Italy, the Netherlands and Spain). As discussed further in Section 4.3, in most instances these specific legal definitions relate to non-consensual pornography.

For types of gender-based cyber violence without specific legal definitions, these seven Member States rely on legal provisions intended for offline versions of many of the forms of gender-based cyber violence detailed above (e.g. stalking, threats, harassment etc.). These provisions for offline crimes do not make explicit reference to either the cyber or gender dimensions. As such, it is not clear in these cases whether they would be applicable to online versions of such crimes. The remaining four Member States examined (Finland, Lithuania, Poland and Sweden), rely solely on legal provisions intended for offline versions and have not adopted any legislation on specific forms of gender-based cyber violence.

Figure 2.1: Approaches of the 12 EU Member States examined to legally defining gender-based cyber violence

Source: Author’s elaboration, based on country factsheets (Appendix D) covering BE, CZ, FI, FR, DE, IT, LT, NL, PO, RO, ES and SE.
National Definitions of Gender-Based Cyber Violence

As yet, there is no common definition of gender-based cyber violence. Moreover, the extent to which definitions are available at the national level vary. The most common forms of gender-based cyber violence covered by national legislation across the selected Member States include non-consensual pornography, sexual harassment, and cyber stalking. Women are more often subjected to sexually-charged offences than men.

Member States with a legal definition of gender-based cyber violence

**Romania** is a singular case as it provides an overarching legal definition of gender-based cyber violence. Law no. 106/2020 (a 2020 amendment to the 2003 Law on Domestic Violence) defines ‘cybernetic violence’ as including “online harassment, online messages that instigate hatred for reason of gender, online stalking, online threats, publication of information and intimate graphic content without consent” and online “illegal interception of communications”34.

Member States that define only some forms of Gender-based violence

Some Member States such as Belgium, France, Spain and Italy do not have a definition of gender-based cyber violence but directly acknowledge and define some types of cyber violence such as non-consensual pornography, and how it especially causes harm when disseminated online. For instance, Italy’s legal definition is “the dissemination of images or videos, including via the web, of a sexual nature, and provides for the introduction of repressive measures for those who disseminate images or movies containing sexual representations, made, acquired or transmitted without the consent of the concerned person, with a reasonable expectation of confidentiality.”

Member States without a clear definition of Gender-based cyber violence:

Germany and Poland have recognized certain issues, such as cyber-bullying, but neither have legal definitions of gender-based cyber violence.

**Lithuania and the Czech Republic** refer to and prohibit hateful, false, pornographic or abusive content, but without a direct reference to either the gender or cyber aspects of the problem.

**Sweden** does not have a legal definition of gender-based cyber violence but the Swedish International Development Cooperation Agency places the emphasis is on gender and negative impact as the definition specifies “any harm or suffering that is perpetrated against a woman or girl, man or boy, and that has a negative impact on the physical, sexual or psychological health, development or identity of the person”35.

2.4 Conclusions – Defining gender-based cyber violence

Overall, many attempts to define gender-based cyber violence have been undertaken at the EU, international and national levels. However, these definitions differ in many ways, including in relation to the many manifestations of gender-based cyber violence, the links between online and offline manifestations, and whether they are legal or non-legal in nature. The research highlights the fact that there are numerous types of gender-based cyber violence which can vary in their manifestation depending on factors such as the online communication channels used, the types of perpetrator and different forms of online violence.

There is also a continuum that needs to be recognised between gender-based violence perpetrated online and offline. Many types of cyber violence, such as online stalking or harassment, have offline equivalents, and online violence can also turn into offline violence.

---

Furthermore, almost all the definitions developed to date that relate to gender-based cyber violence are non-legal in nature or, considering the national level, relate to only specific forms of gender-based cyber violence. At the international and EU levels, there is no legal definition of gender-based cyber violence as a crime.

The research suggests that, without a common definition applying across the EU, the Member States are left to develop their own approaches to amending their criminal justice frameworks to define and combat gender-based cyber violence and its many forms. For instance, only one of the countries covered by this study (Romania) has developed legal provisions covering the issue of gender-based cyber violence as a whole. Most other Member States have explicit legal definitions of certain forms of gender-based cyber violence, but the legislation of some Member States does not make explicit reference to the gender or online dimensions of the forms of violence identified. In these Member States, the criminal justice system relies on existing provisions designed to tackle offline crimes that may not capture the online and gender dimensions of such forms of violence.

The impacts of this are that Member States may overlook key components of the broader issue, such as different types of gender-based cyber violence or different impacts. Having a devolved approach also means that victims may be better protected in some Member States than others, and the general public may not be as well-educated on how they can report and/or respond to attacks. This can also result in secondary impacts, as described further in section 3. For example, law enforcement agencies may receive different or insufficient training; funding for support networks, law enforcement training and other preventative activities may differ; and, if a Member State underestimates the scale or impacts of the problem, they may not prioritise funding for preventing and responding to gender-based cyber violence, and the issue will remain under-reported and unaddressed.

The following forms of gender-based cyber violence, detailed in Table 2.1 above, are examined in the remainder of this study: cyber stalking, cyber harassment and bullying, trolling, hate speech, flaming, non-consensual pornography and doxing. The scale and impacts of these forms of gender-based cyber violence are examined in Section 3, while the legal, policy and other initiatives to tackle these forms of gender-based cyber violence are examined in Section 4.
3 The problem of gender-based cyber violence

This section assesses the problem of gender-based cyber violence by first examining the scale of the problem (i.e. how pervasive gender-based cyber violence is) and then highlighting the impacts on victims, society as a whole, as well as the specific experience of minority groups. The economic and financial costs of gender-based cyber violence are then considered.

3.1 Scale of the problem

We start by examining existing research on the percentage of women in Europe who have faced cyber-harassment and then explore the relationship between offline and online violence.

Our research suggests there is a dearth of comprehensive data on the issue of gender-based cyber violence. The most recent data set which covers all EU-27 Member States (plus the UK) is from a publicly available European Union Agency for Fundamental Rights (FRA) survey, conducted in 2012. This survey covers both cyber-harassment and cyberstalking, just two forms of gender-based cyber violence. As detailed below, there are other studies which have collected data on other forms of gender-based cyber violence that are more recent, but these studies are restricted in terms of the Member States covered and, in some cases, the demographic focus. These studies also use different methodologies restricting their comparability. Key statistics from such studies are presented in a box towards the end of this section as well as in the country fiches at the end of this report.

The findings of the 2012 FRA survey are shown below. Although this analysis is now rather dated, we assume that the extent of the problem has almost certainly worsened since the research was undertaken. This is because internet and smartphone use has increased substantially since 2012 as shown below.

For additional estimates of cyber-harassment and cyberstalking, reference should be made to Annex II: S. Capuano, Quantitative assessment of the European added value assessment on Combating Gender Based Violence: Cyber Violence. The report in Annex II includes three scenarios. The first analyses estimates for cyber-harassment from a 2019 EU-FRA report (which are not publicly available at the time of writing) and uses these data to project the estimates for cyberstalking for 2019. The second scenario estimates both cyber-harassment and cyberstalking using population data and the third scenario projects these estimates based on trends in social media use.36

It should also be noted that within the FRA 2012 dataset, there are potential issues with regard to the comparability of Member States’ statistics on cyber-harassment and cyberstalking. These issues are examined later in this section.

Overall, the 2012 FRA survey found that on average across EU Member States, 11% of women since the age of 15 have received unwanted, offensive, sexually explicit emails or SMS messages, or inappropriate advances on social networking sites at some point in their lives. The survey analysed a sample of 13 million women aged 18-74 in the 27 EU Member States and the UK.

Source: European Agency for Fundamental Rights (2012). Data set 2012

---

37 European Agency for Fundamental Rights (2014). Violence against women: an EU-wide survey
In general, it seems that an increased uptake of Internet users is linked to an increase in gender-based cyber violence. As shown in Figure 3.1, in 2012 across the Member States, the percentage of victims of cyber harassment ranged from 5% (Romania) to 18% (Sweden). The 2012 study found that the prevalence of such harassment corresponded with the rates of internet access in the Member States. This is confirmed by the chart above, which plots cyber-harassment and cyberstalking (FRA data collected in 2012) against household internet access in 2012. Sweden had the highest prevalence of cyber-harassment as well as one of the highest rates of internet access. Similarly, Romania had one of the lowest rates of cyber-harassment but also the lowest rate of internet access. The other country cases faced rates of cyber-harassment of 17% in the case of the Netherlands, 15% for France, 14% for Finland, 13% for Belgium and Germany, 10% for Spain and Italy, 7% for the Czech Republic, 7% for Poland, and 6% for Lithuania. The chart shows a similar trend when it comes to cyberstalking, albeit with a slightly weaker correlation. Sweden similarly had the highest levels of cyberstalking with 13% of women reporting that they had experienced it since

Source: Figures for cyber-harassment and cyberstalking were taken from the EU FRA data from 2012. Household internet access was taken from Eurostat (ISOC_CI_IN_H).

Figure 3.2: Household internet access vs. Cyber-harassment and Cyberstalking

38 Figures for cyber-harassment and cyberstalking were taken from the EU FRA data from 2012. Household internet access was taken from Eurostat.

the age of 15. In this case the countries with the lowest figures were Bulgaria and Spain with 2%. Bulgaria had the lowest level of internet access in 2012 at 51%. Spain had the 8th lowest level of internet access with 67%. The other country cases faced rates of cyber-harassments of 8% in the case of Finland; 8% for Belgium; 7% for France; 6% in the Netherlands, Germany and Italy; 4% for the Czech Republic; 4% for Poland, and 3% for Lithuania and Romania.\footnote{European Agency for Fundamental Rights (2014). \textit{Violence against women: an EU-wide survey}}

As shown in the chart below, household internet access increased in all countries in 2019 compared to 2012 when the EU FRA data was collected.

**Figure 3.3: Household internet access for the EU-27 plus the UK (2012 and 2019)**

Source: Eurostat (ISOC_CI_IN_H)
The most significant gains in internet access were seen in the countries which had poorer levels of household internet access in 2012. The chart indicates that in 2019, the average across the EU-28 was 90%, a significant increase from just 76% of households in 2012.\textsuperscript{41} If a causal relationship exists whereby the increase in household internet access increases levels of gender-based cyber violence such as cyber-harassment or cyberstalking, it is likely that the problem will exacerbate over time as internet access improves across Europe. This could mean more unregulated hate speech, harassment, and silencing of women online.

Figure 3.4: Cyber-harassment and Cyberstalking since the age of 15, by age group

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{chart}
\caption{Cyber-harassment and Cyberstalking since the age of 15, by age group}
\end{figure}

Source: European Agency for Fundamental Rights (2012). Data set 2012

The chart above shows the averages across the EU-28 for cyber-harassment and cyberstalking. It indicates that the youngest age groups experienced both cyber-harassment and cyberstalking more often than older groups. The rates of cyber-harassment and cyberstalking were 20% and 10% respectively for the youngest age group of 18-29. This compares to the 13% and 7% experienced by respondents between the ages of 30-39, 11% and 5% for the ages 40-49, 3% and 6% for the ages 50-59, and 1% and 3% for those above the age of 60.
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Figure 3.5: Daily internet access, by age group

![Daily internet access, by age group](image)

Source: Eurostat (ISOC_CI_IFP_FU)

The figure above shows the rates of daily internet access in 2012 and 2019 across different age groups. It indicates that younger age groups tend to use the internet more frequently than older age groups. **This finding, in conjunction with the finding that younger age groups are more often victims of cyber-harassment and cyberstalking, potentially indicates a relationship in which younger age groups are more at risk of gender-based cyber violence.** On the other hand, the greatest increases in daily internet use between 2012 and 2019 are seen in the older age groups. The age group of 35 to 44, 45 to 54, 55 to 64, and 65 to 74, showed increases of 23%, 25%, 26%, and 24% in the rate of daily internet access respectively. This compares to 11% for those in the age groups of 16 to 19, and 20 to 24, as well as 16% for those between the age of 25 and 34%. It is therefore possible that these age groups have become more at risk of gender-based cyber violence since the FRA survey was conducted.

Another study for the European Parliament on cyber violence and hate speech in 2018 highlights Eurostat data indicating that the difference between the number of women and the number of men using the internet is narrowing. In 2007 (earliest figure for EU-28 average) the percentage of women who had used the internet in the past 3 months was 54%, while the same figure for men was 60%. In 2019, the figures were 86% for women and 88% for men.42, 43

In addition to internet access, the **use of smartphones** has increased substantially in the last decade and has become an important tool for communication and accessing the internet. The figure below highlights that, similar to internet access, the use of a mobile phone or smart phone to access the internet increased throughout the EU between 2013 and 2019. It should be noted that Eurostat only has data from 2018 for ‘use of a smartphone for private purposes’. The analysis below will therefore use ‘mobile phone (or smart phone) to access the internet’ as proxy for smartphone use generally. This is based on the assumption that smartphones have become the dominant type of mobile phone, and that use of the internet would be more likely to occur on a smartphone as they are multifunctional. Additionally, 2013 is used as the earliest figure as data for 2012 is not available.
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The following chart indicates that on average across the EU-28, the percentage of individuals that used a mobile phone or smartphone to access the internet increased from 35% in 2013 (figures for 2012 are not available) to 73% in 2019. The largest increases were seen in Romania, Cyprus, and Bulgaria, which saw an increase of 58%, 55%, and 50% respectively. The lowest increases were in Finland, UK, and Sweden which all had relatively high rates in 2013. The increases in these countries were 22%, 26%, and 27% respectively.

Figure 3.6: Individuals using a mobile phone (or smart phone) to access the internet, by EU-27 Member State plus the UK

The chart below indicates that smartphone use, like internet access, has a positive relationship with cyber-harassment and cyberstalking. This relationship though is slightly weaker than the relationship with internet access. Countries that used mobile phones or smartphones to access the

Source: Eurostat (ISOC_CI_IM_I)
internet the most also saw higher rates of these forms of cyber-violence. Sweden had the highest rate at 65% as well as the highest rate of cyber-harassment and cyberstalking at 18% and 13% respectively. At the other end of the range, Romania had the lowest rate of mobile phone use to access the internet at 10% and a rate of cyber-harassment and cyberstalking of 5% and 3% respectively.

Figure 3.7: Use of a mobile phone (or smartphone) to access the internet vs. Cyber-harassment and Cyberstalking

![Figure 3.7: Use of a mobile phone (or smartphone) to access the internet vs. Cyber-harassment and Cyberstalking](chart)

Source: Figures for cyber-harassment and cyberstalking were taken from the EU FRA data from 2012. Use of a mobile phone to access the internet was taken from Eurostat (ISOC_CI_IM_I)

Figures 3.8 and 3.9 highlight that younger age groups tend to use smartphones more often than older age groups. **Younger people are also more likely to report cyber-harassment and cyberstalking** in the FRA 2012 dataset. Since there appears to be a correlation between the rate of smartphone use and these two forms of gender-based cyber violence, the findings suggest that younger age groups are more at risk of being victims. On the other hand, the age group of 35 to 44, 45 to 54, and 55 to 64, show increases of 43%, 47%, and 43% in the rate of mobile and smartphone use respectively.
use for internet access respectively. This compares to 27% for those in the age groups of 16 to 24, and 34% for those aged 25 to 34. This potentially indicates that some of the older generations will have become more at risk of gender-based cyber violence.

Figure 3.8: Individuals using a mobile phone (or smart phone) to access the internet, by age group

Source: Eurostat (ISOC_CI_IM_I)

Figure 3.9: Smartphone use for private purposes by age group (2018)

Source: Eurostat (ISOC_CISCI_SP)

In addition to the increased affordability and use of smartphones, the 2018 European Parliament study further highlights the importance of increased social media use. It indicates that as more people started to use social media, moderation policies have had to be developed to handle the increased prevalence of harmful behaviour and content. The report also cites a report by EIGE indicating that women tend to use communication technology including email, social media, and chat platforms more than their male counterparts.45 The report highlights, in addition to the importance of internet access and smartphone use, the shifts from pre-broadband to broadband
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connectivity, as well as 3G to 4G networks in Europe. The extension of broadband meant internet allowed for rapid access to internet services no longer characterised by slow connection which attracted business and more users to the internet. The shifts to 3G and then 4G further intensified this effect. The findings indicate that while women have gained increased access to an important network for social and political activity, it also means greater risk of being victims of gender-based cyber violence.\(^{46}\)

In addition to internet access, the data indicates that **levels of physical and sexual violence are correlated with gender-based cyber violence.** As indicated in the below figure, as levels of physical and sexual violence increase, higher levels of both cyber-harassment and cyberstalking tend to occur. The relationship suggests that countries that have relatively high levels of gender-based violence also tend to have higher levels of gender-based cyber violence. This potentially indicates that societal and cultural issues causing physical and sexual violence also explain incidents of gender-based cyber violence. This is reflected in the opinion of an interviewee who argued that this problem is not inherently new but rather an amplification of gender biases and violence against women in an online medium.

**Figure 3.10: Physical and sexual violence vs. Cyber-harassment and Cyberstalking**

Source: European Agency for Fundamental Rights (2012). Data set 2012

\(^{46}\) Van der Wilk, A. (2018). *Cyber violence and hate speech online against women.* European Parliament
Additionally, there is evidence of a link between physical and sexual violence, psychological violence, and cyber-violence. The data from the FRA survey indicates a correlation between physical violence and psychological violence from a partner or ex-partner. Concurrently, the study finds that women who have faced multiple forms of psychological violence from a partner are more likely to have experienced physical and sexual violence from a partner as well. On the other hand, the evidence indicates that advances in ICT technology can facilitate abusers in perpetrating psychological violence.

Conveniences provided by advances in technology, allowing for affordability and automated services (GPS location tracking, facial recognition, etc.) mean that a perpetrator requires little to no technical knowledge to monitor a victim’s movements, or to disseminate explicit photos of a partner. In cases of domestic violence, “abusive (ex) partners also monitor, track, threaten and perpetrate violence with digital tools,” suggesting that cyber violence can coincide with and escalate to physical violence if not addressed early on. The study ‘Cybergewalt gegen Frauen in Paarbeziehungen’, based on interviews with 16 women residing in shelters in Vienna, and survey feedback from another 140 women in relationships, highlights control as a central pattern of violence which involves the obstruction of access to independent areas of life for women, and ultimately expands into the digital space by tracking Internet activities and/or monitoring messages and call lists. This creates a situation of permanent stress and, accompanying severe emotional exhaustion in their daily life, a loss of self-esteem. Cyber violence seen as a continuation and extension of these and other forms of violence against women in abusive relationships.49

This study in Austria found that cyber violence often (in over 60% of cases) takes the form of a partner either seeking to restrict a woman’s ability to communicate via social media, email or SMS, or trying to monitor such activities. In most cases (61%), this involves smartphones. Advances in technology can also make gender-based cyber violence outside of a relationship more likely. The affordability of cyber tools and ease of use provided by automated services can also allow perpetrators of gender-based cyber violence to monitor women and distribute photographs or false pornographic material (such as explicit photos with a woman’s face photoshopped on the model’s body). In addition, the ability to contact people around the world at any given time “broadens the pool of potential victims and reduces the probability of getting caught.” As accessibility of such technology increases, there is a risk that such violence continues to become more prevalent. When it comes to cyberstalking, a 2019 study by Kaspersky on Stalkerware found that in Europe, Germany (3.1%), Italy (2.4%) and France (1.8%) had the highest rates of Stalkerware being placed on victims’ devices.

The tools available to criminals and abusers can compound the effects of such abuse on the victim and society as a whole. For example, anonymity both removes direct accountability for actions and adds further stress to a victim’s situation when they cannot identify their assailant. A recent study, in which participants were encouraged to craft Twitter posts using the hashtag #getbackinthekitchen, found that online anonymity significantly increased sexist attitudes among both male and female participants. In addition, participants who wrote their own sexist tweets, as opposed to those who re-tweeted, perceived female job candidates as less competent in a workplace environment. It is the perpetuation of attitudes such as these that anonymity online enables. The question of tackling anonymity is discussed further in Section 4.4.1.

**Scale of the problem of gender-based cyber violence: National level evidence**

Many studies on cyber violence undertaken in these countries do not provide a gender breakdown, while other studies produce data on gender-based violence without a specific analysis of the cyber dimension of the problem. This is reflected in some of the sources used for the country factsheets and detailed below. Aside from surveys, a good measure of the problem is the number of reports to specialised hotlines in these countries.

**Austria:** The publication ‘Gewalt im Netz gegen Frauen und Mädchen in Österreich’ estimated that one in three women and girls have experienced at least one instance of cyber violence within the past 12 months. Amongst girls between the age of 15 and 18, the problem was reported as being far worse with almost two thirds (64%) affected. LGBT women were affected to a greater extent by cyber violence than heterosexual females 47% compared with 31%); likewise, women whose first language was not German suffered to a greater extent than those for who German is their native language (42% compared with 32%).

**Belgium:** Data on the scope of Gender-based Cyber Violence in Belgium is limited and where it is available, it is restricted in topic and territory. A study in the French Community of Belgium found that 17% of young people (12-21 years) are victims of sexual cyberviolence.
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Czech Republic: Although the Czech Statistical Office has published gender-based data on justice and crime, there is no specific data collection or analysis of gender-based violence / cyber violence. However, research by a Czech NGO reported that half of young people surveyed in their 'Staying Safe Online' programme had experienced some form of cyber violence. The research sample involved 450 respondents with half being men and half women. The participants were between the ages of 14 and 26.  

Finland: In 2019, Statistics Finland added questions on harassment and inappropriate approaches over the internet to the Population Information and Communication Technology Survey. This survey, the sample of which comprised 6,000 16-89 year olds, found that: 7% of women and 5% of men have sometimes been harassed on the internet; and 14% of women and 6% of men reported being sometimes subjected to an inappropriate approach on the internet. Both harassment and inappropriate treatment were found to be significantly more commonly experienced by 16-34 year olds, as compared with older age groups.  

France: In France there is more data on victims of gender-based cyber violence, particularly for young people. 10% of young people in France (6-18 years old) have already been harassed on the Internet or on social networks. Among the 12-15 year olds, 1 in 5 girls have been insulted online about their physical appearance and 1 in 6 girls have experienced cyber-sexual violence, in connection with sharing intimate photos or videos. 40% of adult Internet users consider that they have already been harassed online, and 6% declare that they have been victims of sexual harassment, mostly women (7% of women and 4% of men).  

Germany: Our research has not found extensive data on gender-based cyber violence. One survey of 1,987 students between the ages of 6 to 19 years found that 5.4% of students were victims of cyberbullying at least once a week. When it comes to cyberbullying in the workplace, one study found that 5% of all cyberbullying cases involved sexual harassment.  

Italy: As with other countries, there is more data on the extent of gender-based violence compared to gender-based cyber violence. In the case of non-consensual pornography, there is little data on the scale of the problem but one survey published between 2019 and 2020 found that 12.7% of Italians knew a victim of non-consensual pornography. A study on cyberstalking experienced by university students was published in January 2019. It defined cyberstalking as “a set of threatening and/or harassing repeated behaviours aimed at searching, controlling, hacking personal information, and damaging an individual’s reputation through the use of online communication tools: e-mail, blogs, social networks, chat rooms or other sites. Such undesirable behaviours are perceived by the victim as annoying, unwanted, threatening to their own safety”. The study surveyed 229 Italian students. It found 107 participants (46.7%) reported being victims of cyberstalking. 72 (63.7%) of these victims have also experienced victimization offline in their lifetime. The study also reports that 46 (20.1%), of those surveyed reported that cyberstalking involved online sexual advances and 27 (11.8%) experienced threats of physical harm online. Furthermore, the study
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found that 44 (19.2%) of respondents reported having experienced online harassment. A survey conducted by Amnesty International and Ipsos Mori found that 17% of women respondents reported having experienced abuse or harassment online at least once.  

**Lithuania:** Our research has not found a significant amount of national level evidence on prevalence for Lithuania. Lithuania’s Clean Internet Hotline received 284 reports of illegal or harmful content on the Internet, pertaining to racial and ethnic hate speech, pornography, violence or bullying, and the unauthorised disclosure of personal information in the second quarter of 2020.

**The Netherlands:** Concerning online interpersonal incidents for 12-24 year olds, a survey conducted by Statistics Netherlands found that 5.3% of internet users in this age group had been victims of online defamation, stalking or threatening in the previous twelve months. The figure for girls (7.1%) was nearly twice the figure for boys (3.6%). For both girls and boys, such incidents were more often non-sexual than sexual. However, girls were much more likely to experience sexual incidents than boys. Specifically, nearly 40% of incidents experienced by girls were sexual, compared with around 14% for boys. Furthermore, homosexual or bisexual respondents (11.4%) were more likely to have been victims of such online incidents than heterosexual respondents (5%). Concerning the impacts, the survey found that 43.4% of 12-24 year olds that experienced such online incidents “felt emotional consequences […] had frequent thoughts about it, did not sleep well or were very angry about it” However, nearly half of the victims (48.9%) did not consider that they were a victim of a criminal offence. As such, only 8% notified the police or another institution and only 4.8% officially reported an incident to the police.

**Poland:** There does not appear to be a significant amount of data from Poland on the extent of the problem of gender-based cyber violence. One survey by Nobody’s Children Foundation (renamed the Empowering Children Foundation), found that 57% of internet users between the ages of 12 and 17 admitted there was at least one occasion of photos or videos taken against their will.

**Romania:** The Romanian National Agency on Equal Opportunities for Women and Men indicated in their responses that they have not found studies or data that elucidate the scale of the problem of Gender-based Cyber Violence holistically. Nevertheless, they pointed to a report by Save the Children on the use of their helpline in Romania for dangerous content for children and teenagers. It found that 1,594 of 2,713 (around 59%) of the cases involved material connected to sexual abuse, with most of the children subject were under the age of 10 years of age – 90% of these victims were girls.

**Spain:** The Government Delegation in the report ‘Cyberstalking as a way to exercise gender violence in youth: A risk in the society’ noted that empirical studies on cyberviolence are relatively scarce and where available, are very recent. According to data from a survey conducted by Miguel Hernández University of more than 2,000 minors, 53.7% report having suffered social cyber attacks – such as sexual harassment or continuous control by the couple – and up to 78.9% of economic attacks – spam or fraud when trying to make purchases.

A 2015 study by the Autonomous University of Madrid and the University of Deusto on Online Sexual Victimization (OSV)  sheds some light on the prevalence of Gender Based Cyber Violence. It defines OSV...
as “pressure through the internet or mobile phones to obtain unwanted cooperation or sexual contact” and/or “the distribution or dissemination” without consent of “sexual images or information of the victim”. The sample involved 873 Spaniards between the ages of 18 and 60. The study reported that 1.1% of the sample experienced non-consensual pornography “somebody disseminated or uploaded onto the internet photos or videos with erotic or sexual content without your consent”. Furthermore, 28.2% reported that “somebody has insisted you send erotic or sexual videos against your wishes”. The study also found that OSV was more common in women than men (41.6% vs. 31.9%), more common in younger age groups (39% for 19-24 years old, 43.1% for 25-34, 37.3% for 35-44, 21.4% for 45-60), and more common among homosexuals and bisexuals than heterosexuals (71.8%, 62.5%, and 35.5%, respectively). A survey conducted by Amnesty International and Ipsos Mori found that 18% of women respondents reported having experienced abuse or harassment online at least once.

**Sweden**: In response to our queries, the Ministry of Justice and the Ministry of Employment provided details of several surveys that have been undertaken in Sweden that shed further light on this issue. The Swedish Crime Survey (SCS) polled approximately 74,000 people aged 16–84 years in 2020. According to the SCS, 2.6% of the population states that they have been subjected to defamation online in 2019. More young people claim to have been subjected to defamation online – with 6.9% of people aged 16–19 years (8.1% for women and 5.5% for men) and 3.3% of people aged 20–24 (2.8% for women and 3.3% for men). Another survey in 2017 of students aged between 15–16 years old found that one in four girls, and one in five young men reported having been defamed online. A slightly smaller percentage claims that they have had their privacy violated online in terms of videos or pictures being distributed without their consent. A survey conducted by Amnesty International and Ipsos Mori found that 30% of women respondents reported having experienced abuse or harassment online at least once.

The EU wide data analysed in this section relies heavily on statistics provided by a survey conducted by FRA in 2012. In their report they noted that gender-based violence faces an issue of underreporting leading to a dearth of statistics on the phenomena. One issue leading to the lack of statistics on gender-based violence is that at the national level the criminal justice statistics does not record all of the incidents that occur.

The FRA report highlights several contributing factors. It for example notes that the criminal justice statistics on gender-based violence is dependent on women reporting the crimes, and whether there is a prosecution or conviction. Furthermore, whether women choose to report depends partly on whether they believe authorities will respond to the issue appropriately. The report also notes that, in the case of rape, whether a victim considers rape by an intimate partner to be a crime will affect whether they choose to report the incident to authorities. There is also an issue with the national level statistics not being comparable as legal definitions and levels of reporting differ. The report further indicates that partly as a result of a broadened definition of what constitutes unwanted sexual acts in the Swedish Penal Code in 2005, the level of reporting to law enforcement increased.

Gender-based cyber violence faces similar issues to those highlighted by the FRA report. As noted in later sections, there are examples of authorities not properly addressing cases of gender based cyber violence in part because they did not recognize the severity of the issue. In addition to affecting the rates of prosecution, this may exacerbate the issue of underreporting by reducing the trust of victims in the legal framework.

Additionally, the issue of differing definitions applies to gender-based cyber violence is a problem. Our research has found that the extent to which gender-based cyber violence is defined in law...
varies across Member States. Only one EU member state (Romania) has a general legal definition. Several member states have legal definitions for certain forms of gender-based cyber violence (e.g. non-consensual pornography in Italy) while others only have non-legal definitions or no clear definition at all. Consequently, official crime statistics will often not record instances of gender-based cyber violence. Consequently, the data presented in this report relies on surveys rather than official crime data. An exception is Sweden (details in the box above and in the factsheet) which provides data on online defamation. The case of Sweden though highlights the issue of comparability. In Sweden, certain forms of cyber violence can be prosecuted under defamation laws, but our research has not found this to be the case in other countries.

The analysis above focuses on two forms of gender-based cyber violence: cyber-harassment and cyberstalking as there is robust data across Member States from the 2012 FRA survey. There does not seem to be as extensive data for other forms of cyber violence. A rapid evidence assessment published by the UK government noted that there are few studies on the prevalence, correlates and consequences of non-consensual pornography. This was similarly the case for cyberbullying and trolling for which, most research is focused on cyberbullying towards children and/or adolescents. 74

It should also be noted that some stakeholders from countries which had lower levels of cyber-harassment and cyberstalking reported in the FRA 2012 data set have criticised the report for portraying an inaccurate and understated picture of the problem. These stakeholders have argued that these inaccurately low figures falsely indicate that the problem of gender-based cyber violence is not as serious as in other countries.

Further exploring the issue of under-reporting, the FRA study indicates that there is a positive relationship between the level of physical and/or sexual violence in a country and the number of women who know victims of domestic violence in their circle of friends and family. The confirms that the number of women who know a victim is a consequence of the level of violence that exists in their community. On the other hand, the report hypothesizes that the number of women who know a victim reflects the extent to which women are willing to discuss physical and sexual violence, highlighting that in some countries, intimate partner violence is considered a private matter. This influences the number of women who report physical and sexual violence to law enforcement as well as to an individual conducting a survey. Therefore, the low reported level of physical and sexual violence and the low number of women who know victims are both a product of how much women are willing to speak about these issues. 75

The report further cites a survey by Alpha Research which indicated that women in Bulgaria (with both a lower number of women who know victims of physical and sexual violence, and lower amount of reported of such violence) are embarrassed to talk about these forms of violence. The survey also demonstrates that Bulgarian women have a narrower conception of what constitutes sexual violence than in Sweden (which has a higher number of women who know victims in their inner circle and has a higher level of reported violence). The survey indicates that Bulgarian women are less likely to consider ‘sexually suggestive remarks or jokes’, ‘unwelcome touching’, or ‘indecent exposure’ as forms of sexual violence. Therefore, women in countries showing low prevalence may have not been willing to disclose their experience of violence to either law enforcement or a survey due to a prevailing stigma or because they have a narrower conception of what constitutes violence. 76

We expect a similar effect could explain under-reporting of cyber-harassment and cyberstalking in some countries. A study on online abuse against women who discuss feminist politics in the UK notes that shame or stigma can explain the low rates of reporting for abuse offline. The report indicates although lower than the rates for offline abuse, shame and embarrassment was felt by 14% of women in the sample who were victims of online abuse, with 9% indicating that this had prevented them from disclosing their experience. It is therefore possible that stigma and cultural attitudes that affect the reporting of physical and sexual violence may also apply to cyber-harassment and cyberstalking. The figures below indicate a positive relationship between the knowledge of victims of domestic abuse and the levels of cyber-harassment and cyberstalking, similar to the case with physical and/or sexual violence shown in the FRA report. Women in countries reporting lower levels of gender-based cyber violence may do so because they are unwilling to report incidents and/or because they have a narrower conception of what can constitute cyber-harassment and cyberstalking.

Figure 3.12: Knowledge about victims of domestic violence in circle of friends or family vs. Cyber-harassment and Cyberstalking

Source: European Agency for Fundamental Rights (2012). Data set 2012
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The next section further elaborates on the individual impacts felt by victims of gender-based cyber violence, including feelings of shame and embarrassment.

3.2 Social impacts of gender-based cyber violence

This section discusses the impacts individual victims of gender-based cyber violence face, and the impacts on society as a whole including the issues of women’s rights and dignity as members of society.
3.2.1 Impacts on individual victims

According to our research, the impacts of gender-based cyber violence on victims include but are not limited to reputational damage, mental illness, physical and medical issues, disruptions to a victim’s living situation, invasions of privacy, silencing or withdrawal from the online environment, and damage to personal relationships (See the box below).

Summary of Individual and Societal Impacts

- **Invasions of Privacy:** In cases of non-consensual pornography and doxing, a victim’s personal details and sensitive information are published on a public forum, website or social media platform. These remove a victim’s sense of security both online and offline, which can lead to psychological damage, such as increased fear, paranoia, and high levels of distress.

- **Damage to Personal Relationships:** While a victim’s professional reputation may be severely damaged by online attacks, their personal relationships can suffer as well. Attackers who threaten to harm or kill the victim in their home can incite fear and paranoia for their family’s safety as well as their own. Furthermore, family, partners, and friends may express concern or frustration with the victim’s online activity due to the violence it attracts. Losing one’s support network can negatively affect their overall well being, as well as their confidence when seeking help or reporting these crimes.

- **Self-censorship:** Even if the victim does not completely withdraw from social media and public appearances, they may opt to keep a low profile to avoid drawing any attention, and thereby further violence. This could entail less frequent posts on social media, blogging about less controversial topics, or not interacting with other users as much. In the case of female journalists, politicians and other public figures, this can remove female voices and opinions when covering certain topics.
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- **Withdrawal from Society:** To preserve their safety, mental wellbeing, and careers, victims may delete their social media accounts, and even physically move to another location if their address has been posted on public fora. Withdrawal from online spaces prevent women from exercising their right to freedom of expression.

- **Subduing participation in democratic life:** Targeted abuse towards women and minority groups in politics has the effect of dissuading these politicians from running again and other potential politicians from running at all. This worsens an already present gender disparity in political representation.

Impacts such as those outlined above can result in significant costs for victims (for example, the cost of healthcare services, damaged career prospects, job loss and time taken off work). These costs are discussed further in Section 3.4.

**The impact of cyber violence appears to differ according to the victim’s gender.** A study conducted by the Pew Research Centre revealed that 38% of harassed women found their most recent experience with online harassment extremely or very upsetting, compared to only 17% of harassed men.\(^{78}\) Compared to male users, who tend to be more concerned about damage to their reputation, females are more likely to fear physical harm. This corresponds to the nature of online abuse these groups experience. Where men and boys are more likely to be victims of defamation and libel, women are more likely to be subjected to derogatory remarks or sexual images and threats, such as non-consensual pornography.\(^{79}\) Another study found that female college students (age 18-24) who were victims of offline stalking were three times more likely to be stalked online than their male counterparts.\(^{80}\) This study also found that “while particular variables influence victimisation risk among females, virtually none of the variables in the analyses produced statistically significant relationships with victimisation among males.”\(^{81}\)

A key distinction between offline and online gender-based cyber violence is that it is significantly more difficult “to permanently remove abusive or triggering content from the Internet, which obliges the survivor to re-experience their victimisation all over again.”\(^{82}\) This can exacerbate the psychological impacts of these forms of violence, such as flashbacks of the incident and/or perpetrator, as well as increase the victim’s isolation period. Ultimately, this may make it harder for victims to move on and escape the situation.

It is important to note that while the **immediate impact of these forms of cyber violence may differ**, the **longer-term impacts are ultimately similar**: gender-based cyber violence in any form can cause intense emotional distress, from increased anxiety to depression, self-doubt, isolation, loneliness and shame; and psychological distress can manifest physically, with decreased sleep and appetite, substance abuse, headaches, and even skin problems;\(^{83}\) these personal struggles can then affect interpersonal relationships, placing strain on loved ones, who are indirectly affected by the victim’s distress, while victims may withdraw from social engagements and trust others less, both online and offline. An additional caveat is that a perpetrator/group of perpetrators can employ any
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number and combination of forms of violence toward a victim, and therefore pinpointing discrete impacts can yield murky results. That said, there are some distinct impacts that can be identified. Using the typology listed in Section 2.1, this section will outline the discrete impacts of different forms of gender-based cyber violence on victims, then discuss the impacts on wider society.

Cyber stalking

Table 3.1: Cyber Stalking Impacts: At a Glance

<table>
<thead>
<tr>
<th>Psychological</th>
<th>Lifestyle</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTSD symptomology (flashbacks, phobias)</td>
<td>Isolation</td>
</tr>
<tr>
<td>Anxiety (especially when checking notifications)</td>
<td>Withdrawal from social media, lower participation in online discourse</td>
</tr>
<tr>
<td>Paranoia, low trust</td>
<td>Calling in sick to work/school, lower performance</td>
</tr>
<tr>
<td>Feeling a lack of control, self-blame</td>
<td>Loss of career</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>Deterioration of friendships</td>
</tr>
<tr>
<td>Physiological symptoms (nausea, headaches)</td>
<td>Relocating</td>
</tr>
<tr>
<td>Depression</td>
<td>Changing email address</td>
</tr>
<tr>
<td>Anger</td>
<td></td>
</tr>
</tbody>
</table>

Whether a woman is a public figure, an ex-partner, or simply a user of an open social media platform like Twitter or YouTube, there is a chance they will encounter cyber stalking. Behaviours such as persistent messaging, monitoring a victim’s activity, or other forms of pursuit all qualify as cyber stalking. One study posited that, as they found offline stalking is one of the strong predictors of cyber stalking, “it may be that cyber stalking is simply an additional tool in the stalker’s toolkit.”

Victims of cyber stalking experience many of the same symptoms of victims of offline stalking, such as changing workplace or school, forgoing social interactions for fear of encountering their stalker, heightened anxiety levels, PTSD symptomology such as vivid flashbacks of their stalker, anger, and embarrassment. Previous research has pointed out that, given how public one’s information, activities, preferences and interactions are on social media, cyber stalking may have a greater influence on victims’ behaviours; victims may take self-protective measures, such as changing their email addresses or posting less frequently.

One UK-based study surveyed 100 victims of cyberstalking. One of the notable findings was that “a preponderance of victims experienced a heightened sense of fear” and “intense, periods of overwhelming anxiety alongside pronounced physiological effects. Persistent nausea was reported by one participant who experienced the urge to vomit every time she addressed her incoming mail.” These effects can be long-lasting, with victims experiencing heightened anxiety.

---

or dread any time they open their email, social media messages, or hear a phone ring. Another prominent symptom was depression: participants expressed feelings of helplessness, pessimistic views of the future, low mood, and a lack of confidence in their ability to control their own lives, let alone the stalking situation.

These psychological impacts encroach upon a victim’s life, from reducing productivity at work to impairing relationships with significant others. The resulting job or relationship losses can further damage the victim’s wellbeing. This extends to a victim’s wider support network, with them frequenting social events less often, or even terminating their accounts on social media platforms to avoid encouraging the stalker; this unfortunately means the victim’s positive online social connections, such as friends and acquaintances, are severed, thus increasing feelings of isolation and helplessness.88

In other cases, repetitive incidents of cyber-stalking can dissuade victims from using dating apps and potentially forming new relationships and connections. A different Pew Research Centre survey found that 48% of women under the age of 35 who used online dating apps and websites admitted that someone continued to contact them after they said they were not interested, compared to 27% of men. Women bear the brunt of other forms of cyber-stalking from dating apps, such as a user sending them an unwanted, sexually explicit message or image (46% women, 26% men), calling them an offensive name (33% women, 22% men), and threatening to physically harm them (11% women, 6% men).89 As a result, although the majority of online daters are relatively confident in these platforms’ safety, women are more likely than men to view meeting someone through a dating site or app as unsafe (36% women, 22% men).90 Such negative experiences can lower a woman’s trust in dating apps, blocking their opportunity to meet a potential partner or friend online.

Furthermore, cyber stalking, if persistent, can enter the offline world. Online stalking can intersect with other abusive behaviours, “such as defamation, identity theft, domestic and intimate partner violence and workplace harassment.” It may also include attempts to gather information online that can feed into other violent actions91, from doxing and non-consensual pornography to physical threats. In the 2014 Pew Research Center study, one respondent commented, “I had a woman stalk me, which began online and continued in the real world, ending in the courtroom.”92 This raises the issues victims face when attempting to report the ordeal to law enforcement. In the UK study, “most victims reported that they were not taken seriously by law enforcement […] such negative experiences with law enforcement may add to victims’ feelings of vulnerability. Thus, victims may feel further disempowered by this apparent lack of effective support […] some victims were made to feel as though they were at fault.”93 If not addressed in time, the situation can worsen, with a victim feeling unable to escape their stalker in the online and physical worlds. Indeed, these two domains are entwined, and further victimisation can occur across either.94

---

92 https://www.pewreasearch.org/internet/2014/10/22/part-4-the-aftermath-of-online-harassment/
Cyber harassment

Table 3.2: Cyber Harassment Impacts: At a Glance

<table>
<thead>
<tr>
<th>Psychological</th>
<th>Lifestyle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression, exhaustion</td>
<td>Self-censorship online</td>
</tr>
<tr>
<td>Distress, anxiety, panic attacks</td>
<td>Withdrawal from social media</td>
</tr>
<tr>
<td>Distraction</td>
<td>Strained personal relationships</td>
</tr>
<tr>
<td>Feeling disempowered</td>
<td></td>
</tr>
<tr>
<td>Low self-esteem</td>
<td></td>
</tr>
</tbody>
</table>

Cyber harassment can involve trolling, cyberbullying, flaming, hate speech and other text and message-based forms of gender-based cyber violence. The high volume of messages and comments can overwhelm a victim and are sent with the intention of silencing women and girls’ voices and limit their engagement in political debates online. Online abusers will often send messages proving they know the victim’s home or work address and threaten the victim with physical violence. Some even go so far as to send packages to these addresses as further proof that they know how to find their victim. In response, victims may choose to keep a low profile online, meaning they do not post remarks on hot-button topics, tone down their language, stop promoting their blog to the wider community, and remove all personal information from their blogs, all in the hope that they will be left alone. This can drastically lower one’s self-esteem when expressing themselves, increase distress when interacting with others online, and lead to depression and guilt for posting; however, some women often become desensitised to it over time, feeling it becomes background noise or “not a big deal”.

An Amnesty International study found that 56% of respondents from eight countries (UK, US, Sweden, New Zealand, Italy, Spain, Denmark, and Poland) were less able to focus on everyday tasks after being subjected to cyber harassment. A similar amount (55%) said they experienced stress, anxiety, or panic attacks after such incidents. 68% of participants in Italy stated that they felt apprehensive when thinking about using the internet or social media. Much like stalking, the persistent nature of trolling and other forms of harassment means that victims withdrawing from one platform may not be enough. A Plan International study on gender-based cyber violence found interviewees “reported that male harassers would display more aggressive or inappropriate behaviour to them online after they felt the girl had rejected or turned them down in some way”, in such events, harassment can be a gateway to more severe stalking scenarios. In addition, repetitive hateful comments are extremely tiresome, and make victims feel disempowered.

---

Repeated attacks wear on victims’ personal relationships as well. Victims of gender-based cyber violence experience a “wide range of intertwined online-offline troubles, such as parents, in-laws, or colleagues upset with their blogging”.¹⁰⁰

Non-consensual pornography

Table 3.3: Non-Consensual Pornography Impacts: At a Glance

<table>
<thead>
<tr>
<th>Psychological</th>
<th>Lifestyle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shame</td>
<td>Isolation</td>
</tr>
<tr>
<td>Humiliation</td>
<td>Withdrawal from social media</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Loss of career</td>
</tr>
<tr>
<td>Trust issues</td>
<td>Deterioration of friendships</td>
</tr>
<tr>
<td>Depression</td>
<td>Substance abuse</td>
</tr>
<tr>
<td>Trauma</td>
<td>Blame from wider community</td>
</tr>
<tr>
<td></td>
<td>Reputational damage</td>
</tr>
</tbody>
</table>

Online image-based abuse is a form of sexual harassment, and indeed survivors have been found to experience high levels of discomfort, depression, substance abuse and PTSD symptoms.¹⁰¹ The authors argue that social media, platforms like Facebook, Instagram, etc, “act like a megaphone on the communication level: what used to be communicated to a small group, now achieves an unpredictable, much greater range immediately by posting it online”.¹⁰²

Victims may isolate themselves from their friends and family for fear of exposing incriminating information, or to protect their loved ones.¹⁰³ The 2014 Pew study found that half of the 80 women it questioned as part of the research experienced this effect. **Victims can also feel isolated by the resulting influx of abusive language and ridicule from both Internet users and their peers, making it harder for them to reach out to others for help.**¹⁰⁴ A study involving interviews from survivors of non-consensual pornography found that participants experienced “trust issues, PTSD, anxiety, depression, loss of control”¹⁰⁵ and low self-esteem. These women also adopted negative coping mechanisms, such as binge drinking, denial, obsession with the incident and self-medication, all to avoid their feelings of distress and despair. Although they eventually progressed to more positive coping mechanisms—such as counselling and advocacy work—the impacts of non-consensual pornography still lingered.¹⁰⁶

---


In Romania, a 15-year-old girl had private correspondence and explicit videos of herself spread throughout her town and surrounding villages. She was blamed, rather than the perpetrators, and received punishment from her high school. In this and many similar examples, the reactions within a victim’s environment can augment the shame, humiliation, isolation and trauma they are already experiencing in the aftermath of the exposure. A victim’s environment can also reinforce their belief that it was their fault this happened to them, further deterring them from reporting the case to the police.

In a publication on gender-based violence against women in politics, the author refers to image-based online abuse as a form of semiotic violence, intended to “degrade their personal dignity and harm public perceptions [of the victim(s)]”.  

Doxing

Table 3.4: Doxing Impacts: At a Glance

<table>
<thead>
<tr>
<th>Psychological</th>
<th>Lifestyle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>Withdrawal from social media</td>
</tr>
<tr>
<td>Paranoia</td>
<td>Withdrawal from social situations</td>
</tr>
<tr>
<td>Panic attacks</td>
<td>Relocating</td>
</tr>
<tr>
<td>Feeling a lack of control</td>
<td>Limitations on career development</td>
</tr>
</tbody>
</table>

Unlike non-consensual pornography, doxing does not necessarily involve explicit images or videos being exposed on public forums. However, the exposure of personal details online can still leave a victim prone to cyber stalking, cyber harassment, trolling, and all the detrimental impacts they bring. Victims of doxing can experience overwhelming anxiety when considering who is in possession of their information, as well as when confronting harassment or abuse as a result of the disclosure.

Other victims may choose to physically withdraw once an abuser reveals they know where the victim lives. Avoiding leaving one’s home can have a severe impact on their education or work productivity. An example of this is Kathy Sierra, a technology blogger who moved house in 2007 after her home address was published online with rape and death threats and several packages being sent to this address. She also cancelled all speaking engagements and stopped blogging for six years.

3.2.2 Secondary impacts

The intended targets of these violent acts are not the only victims. Since the Web is not a self-contained community, the proliferation of abusive information can implicate other actors in a snowball effect.

Journalists reporting the incidents are an example of secondary actors who may become victims of gender-based cyber violence themselves. For example, a Romanian journalist who reported on an incident of non-consensual pornography was faced with a campaign organised by the

perpetrator, comprised of members of alt-right Facebook groups, aiming to discredit and humiliate both the victim and the journalist. The journalist faced hate speech and cyber harassment, such as messages containing threats of violence and calling her a “frustrated radical feminist” and a “communist”. This is an additional example of how cyber harassment aims to delegitimise both the victims of gender-based cyber violence and the topic itself; the goal is to maintain the status quo rather than encourage further inquiry into this harmful behaviour.

Human content moderators are not necessarily victims of gender-based cyber violence but experience serious psychological issues due to their extended exposure to upsetting, graphic, and violent content. Such mental illnesses include panic attacks, PTSD, suicidal ideation and substance abuse. This is a position where, as one article investigating the lives of Facebook moderators described, “people develop severe anxiety while still in training, and continue to struggle with trauma symptoms long after they leave; and where the counselling […] ends the moment they quit—or are simply let go.”

There is further concern that exposure to gender-based cyber violence can normalise sexual harassment and gender violence. As a result of the significant prevalence of online harassment towards women, including comments objectifying or shaming them, women often report that they see sexual comments as just a normal part of being online. In a survey of 3,257 students aged 13-17 years old from Denmark, Hungary and the UK, 22% of respondents indicated that they felt that receiving such comments was “just part of being online”. The figures were 12% for Denmark, 33% in Hungary, and 23% in the UK. There is a further concern that as young people are at a stage of development, exposure to this online behaviour can affect their understanding of gender roles perpetuated by gender-based cyber violence and have an effect on the attitudes they hold and will hold in the future.

It is for this reason that many social media platforms are developing and increasing their reliance on automated content moderators, which will be further discussed in Section 4.4, but this technology still has its shortcomings. There are still many people who have read a deluge of hateful comments, witnessed abusive pornographic content, and must still cope with the long-lasting effects of this exposure. Addressing and improving cultural attitudes towards women online can reduce the volume of violent content online, and ease the burden of moderation on victims, platforms, and human moderators.

3.2.3 Relationship with physical and sexual violence

The evidence above indicates that there are some similarities between the impact on victims of gender-based cyber violence and the impacts on victims of physical and sexual violence. The FRA survey on violence against women indicates that victims of physical and sexual violence experience emotional responses including fear, anger, shame, anxiety, panic attacks, depression, embarrassment, guilt, lack of self-confidence, and difficulties concentrating. Most of these emotional responses come up in the research highlighted above on the victims of gender-based cyber violence.

---
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Table 3.5: Psychological impacts from the most serious incident of violence since the age of 15

<table>
<thead>
<tr>
<th></th>
<th>Physical violence</th>
<th>Sexual Violence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>20%</td>
<td>35%</td>
</tr>
<tr>
<td>Anxiety</td>
<td>32%</td>
<td>45%</td>
</tr>
<tr>
<td>Panic attacks</td>
<td>12%</td>
<td>21%</td>
</tr>
<tr>
<td>Loss of self-confidence</td>
<td>31%</td>
<td>50%</td>
</tr>
<tr>
<td>Feeling vulnerable</td>
<td>30%</td>
<td>48%</td>
</tr>
<tr>
<td>Concentration difficulties</td>
<td>12%</td>
<td>21%</td>
</tr>
<tr>
<td>Anger</td>
<td>63%</td>
<td>58%</td>
</tr>
<tr>
<td>Fear</td>
<td>52%</td>
<td>64%</td>
</tr>
<tr>
<td>Shame</td>
<td>21%</td>
<td>47%</td>
</tr>
<tr>
<td>Embarrassment</td>
<td>18%</td>
<td>34%</td>
</tr>
<tr>
<td>Guilt</td>
<td>12%</td>
<td>32%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Physical violence</th>
<th>Sexual Violence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>8%</td>
<td>23%</td>
</tr>
<tr>
<td>Anxiety</td>
<td>23%</td>
<td>37%</td>
</tr>
<tr>
<td>Panic attacks</td>
<td>8%</td>
<td>19%</td>
</tr>
<tr>
<td>Loss of self-confidence</td>
<td>17%</td>
<td>40%</td>
</tr>
<tr>
<td>Feeling vulnerable</td>
<td>24%</td>
<td>47%</td>
</tr>
<tr>
<td>Concentration difficulties</td>
<td>7%</td>
<td>16%</td>
</tr>
<tr>
<td>Anger</td>
<td>58%</td>
<td>56%</td>
</tr>
<tr>
<td>Fear</td>
<td>42%</td>
<td>62%</td>
</tr>
<tr>
<td>Shame</td>
<td>12%</td>
<td>49%</td>
</tr>
<tr>
<td>Embarrassment</td>
<td>12%</td>
<td>37%</td>
</tr>
<tr>
<td>Guilt</td>
<td>8%</td>
<td>32%</td>
</tr>
</tbody>
</table>

Source: Author’s elaboration of European Agency for Fundamental Rights (2012) data

The table above shows that there are similarly high levels of anxiety for physical and sexual violence when compared to other surveys highlighted above on cyber-harassment. The Amnesty International study referenced earlier noted that 55% of survey respondents said they experienced stress, anxiety, or panic attacks after experiencing cyber-harassment. The FRA survey indicates that when the violence was perpetrated by a partner, anxiety was felt by 32% of physical violence victims, and 45% for sexual violence victims. When the violence was perpetrated by a non-partner anxiety was felt by 23% of victims of physical violence and 37% of victims of sexual violence. In addition, in cases involving a partner, panic attacks were experienced by 12% of physical violence victims.

---

victims and 21% of sexual violence victims, and where a non-partner was involved, 8% and 12% respectively.\textsuperscript{118}

On the other hand, the FRA data suggests that the impact on an individual’s ability to concentrate is more severe in the case of cyber-violence. The Amnesty International study indicated that 56% of respondents from eight countries (UK, US, Sweden, New Zealand, Italy, Spain, Denmark, and Poland) stated their concentration had been affected by cyber harassment. The FRA survey reported concentration difficulties for 12% of physical violence victims and 21% of sexual violence victims for violence perpetrated by a partner. For violence perpetrated by a non-partner, these rates were 7% and 16% respectively. It should be noted though that since these are different surveys, the differing methodologies of these studies may explain the difference in rates.\textsuperscript{119} \textsuperscript{120}

3.2.4 Wider societal impacts

The previous section highlighted several impacts on individual victims of gender-based cyber violence. It can be argued that in experiencing this violence, the victims’ fundamental right to freedom of speech is also infringed upon. Women are being targeted for expressing their opinions on platforms hosting discussions. The infringements on their rights are individual impacts, but as this section explains, the effects of these individual infringements have consequences for wider society.

Some of the cases examined by existing research demonstrate a ‘silencing effect’, whereby women withdraw from the public space to preserve their safety. For example, Amnesty International notes that social media platforms have become “a critical space for individuals to exercise the right to freedom of expression”\textsuperscript{121} and at the same time has expanded the access to information for many. On the other hand, women and marginalised groups face significant abuse when participating in these spaces, which often dissuades them from engaging with other users or speaking freely on these platforms. In an Amnesty International study, some 76% of the women surveyed who had said they experienced online harassment claimed they changed the way they used social media with 32% claiming they stopped posting their opinions on certain issues. Indeed, some women may self-censor to protect others from harm as 24% of these women said the abuse made them fear for their family’s safety.\textsuperscript{122}

EIGE research also reveals the fact that 51% of young women and 42% of young people are reluctant to participate in online debates because they were harassed. This indicates that the targeted abuse towards women in online spaces is having the effect of pushing them out of certain discussions affecting the distribution of voices engaging on online platforms.\textsuperscript{123} As a report by GenPol points out, “die-hard sexist stereotypes still shape modern visions of power, labour distribution, sexuality, family and spirituality…As [women] voice their opinions online, use technology to reshape their working and personal lives or take political action…or by simply accessing the Internet to enjoy themselves, women challenge an entrenched system of repression.”\textsuperscript{124} However, with fewer women feeling safe online, and therefore less likely to create
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content, “there is a shortage of women-created content to engage other women and encourage them to stay online and create content themselves.”

Similar findings exist in surveys of female journalists. A study conducted in Sweden for example, found that seven out of ten women who write editorials or articles had been threatened or harassed online, with half of those reporting that they felt fear or anxiety after receiving threats. The study pointed towards the threat this activity poses to women’s rights to freedom of expression and their ability to engage in public discourse in society. This is further underlined by the fact that around two out of five of these women journalists refrained from researching or reporting on particular subject matters, groups, people or organisations after receiving threats for having done so. Another study in Sweden indicated that the topics that tend to provoke most harassment are those related to integration and refugee policy and gender equality. In the first study, one third of these journalists receiving harassment indicated that they considered leaving journalism after such experiences. Notable examples of such harassment include an incident whereby a Slovenian political party member characterised key female journalists as prostitutes. This not only delegitimises a woman’s work in an important field, affects their reporting (affecting which voices are covering certain topics), but also further fosters distrust in media. The potential to push out women from journalism or from covering specific issues can affect the diversity of voices covering these issues.

Existing research suggests that online harassment can have the effect of discouraging participation by women in democratic life. Several studies have indicate that women who actively participate in public life are twice as likely to receive harassment than male counterparts. In October 2016, the Inter-Parliamentary Union published a survey which sought to assess the extent of sexism, harassment and violence against women parliamentarians. The survey involved parliamentarians from 39 countries, including 15 in Europe. When it came to violence intended to cause psychological harm, parliamentarians reported that social media was becoming the main area in which they received such violence. Some 44.4% of the women who participated in the study indicated that they received threats on social media or email, and 41.8% reported that they encountered “extremely humiliating or sexually charged images of yourself [sic] spread through social media”. The Inter-Parliamentary Union report found that the abuse was most significant towards women who were advocating for women's rights in countries where recognition of these rights was not fully realised. The survey notes that 80% of those receiving harassment indicated that the experience strengthened their commitment to their work and did not put them off running again. On the other hand, the report qualifies this finding by pointing to other national studies that have produced opposite findings. It highlights a study in Sweden which indicates that one third of local-level female politicians in Sweden indicated that they wished to leave office because of these experiences.

The report points to another finding from a survey of women participating in a programme directed at ‘potential leaders’ which indicated that almost all had seen female politicians receive sexist abuse
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online and 75% indicated that this would affect their decision on whether or not to run. In the UK, several politicians have noted their concern at the fact that many female Members of Parliament have chosen not to stand for re-election because of their experience with online harassment. Interviewees have corroborated this phenomenon, adding that women who have political career prospects may have second thoughts before getting involved, as they fear the violence that their online presence may incur. The effect on quelling participation in the democratic process is especially concerning considering the low percentage of women in administrative positions in governing institutions. According to EIGE, European Institutions demonstrate a significant gender disparity.

Figure 3.15: Members of parliament/assembly (Both houses, 2020)

Source: EIGE 2020

The 2020 EIGE findings indicate that, overall, 34% of senior administrators in the European Institutions (34.5% in the Commission, 28.6% in the Council of Europe, and 32.3% in the Parliament) are women, compared to 66.4% of men. Furthermore, across the EU27, only four women hold the position of Head of Government. The above figure indicates a similar situation across the national parliaments in EU Member States. The disparity ranges from only 4% in Sweden (48% female parliamentarians and 52% male parliamentarians) to 75% in Malta and Hungary (12% women, 88% men). These figures demonstrate an already low presence of women in political life, which is further hindered by the impact of cyber violence towards aspiring women politicians and women in positions of power.

---
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3.2.4.1 Fundamental Rights

As explored in greater detail in Section 4, the consequences of gender-based cyber violence include infringement of a victim’s fundamental rights. Freedom of speech, expression, and protection from discrimination are enshrined in international and national legislation, as well as the community guidelines of major social media platforms, yet victims of cyber violence must contend with attempts to limit such freedoms. When a woman expresses an opinion or experience on gender-based matters that incites trolling, harassment, or violent threats, such actions convey that the woman should not voice such opinions, that she should remain silent. When faced with high volumes of statements along these lines, a victim may feel there is no other option but to withdraw, rather than remain a target. On a broader scale, this enables members of one group in society to encroach upon others’ rights, creating a power imbalance and perpetuation of violence without consequence.

While perpetrators of gender-based cyber violence also have the right to free speech, in such cases they use theirs to limit the rights of others through verbal and sometimes physical violence.

3.3 Intersectional perspective on individual impacts

There is an intersectional perspective to the problems that different groups of victims of gender-based cyber violence can experience.

Indeed, a recent study of online violence against women and non-binary people in the UK since the start of the COVID-19 pandemic found that, while gender was the most-often cited reason for abuse (48%), 21% reported experiencing abuse relating to their sexual orientation, 18% for their ethnic background, 10% for their religion, and 7% for a disability.137 These groups are often disproportionately targeted or face unique forms of discrimination perpetuated through gender-based cyber violence. While there is not as much data on these groups, the information available depicts a concerning situation. Indeed, “women who face discrimination because of their different identities offline often find that violence and abuse against them will target those same identities on Twitter. This is because an individual’s race, religion or sexual orientation, for example, can have just as much of an effect as gender—if not more—on how that person is treated both in the physical and digital world.”138

In the 2012 FRA study on violence against women, 16% of the sample indicated they experienced some form of a disability that limited their daily activities. Some 34% of this group experienced physical or sexual violence from a partner, as well as psychological violence and threats of violence, compared to only 19% of women who did not have a disability.139 While disabled women can face myriad issues offline, they also face online discrimination and abuse. For example, Irish politician Michaela Boyle has stated that her physical disability has received greater focus on social media platforms than the work she does, with comments that she should ‘get that disability fixed’.140

---
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Cyber violence also significantly impacts women from ethnic and racial minority groups. Similar to the victims of #GamerGate, women who openly decry racial matters often receive abusive language directed at them from social media platform users. One journalist demonstrates a very blunt example of the extra harassment black women face on Twitter, in which “they will call white women a ‘c*nt’ and they’ll call me a ‘n*gger c*nt’.” On dating apps, women from BAME backgrounds have a slightly different experience, in which men make perverse assumptions or fetishise them based on stereotypes about their heritage. Such comments have been described as “extremely dehumanising.” As with the examples of gender-based cyber violence on dating apps listed above, these experiences of prejudice can also lead to women deleting the app and limit their opportunities for social or romantic connection.

Amnesty International research suggests that women from different religious communities can also experience unique forms of discrimination and violence online. As one UK Muslim journalist summarised, “I actually don’t think there are that many visible Muslim women with public platforms, so when you do have one, you become the individual that everything is targeted to.” With already limited representation online, silencing women from these communities can lead to completely erasing their contributions to discussions and information online.

Lesbian, bisexual, and transgender women are also common victims of gender-based cyber violence. Although there is still limited data regarding the prevalence of violence and discrimination online towards these groups, there are some figures indicating that lesbian women are more likely to experience hate-motivated harassment than gay men, and lesbian and transgender women are more likely to have experienced discrimination based on their gender.

A recent report by Plan International found that 42% of LGBTQ interviewees from around the world said they are harassed because of their gender or sexual identity. In addition, a 2017 report by Stonewall found that of 5,000 LGBT people in England, Scotland and Wales, 10% had experienced bi-phobic, homophobic, and transphobic abuse online in the past month, and one in four transgender people (26%) experienced such behaviour online in the past month. An Australian study also found that respondents who identified as non-heterosexual were significantly more likely to report experiencing online sexual harassment, as well as both gender-based and sexuality-based harassment. An ongoing, highly problematic abuse campaign is ChrisChan, where a transgender,

---

141 The #GamerGate controversy was an online phenomenon that began in 2014. Female bloggers, developers and critics in the video gaming industry, who wrote about sexism and progressivism within the industry’s culture, were victims of a widespread online harassment campaign pioneered by “GamerGaters”, who participated in trolling, inflicting death and rape threats, doxing, and cyberstalking to silence these women and the progressive standpoints they touted.


145 FRA. (2017). Challenges to women’s human rights in the EU: Gender discrimination, sexist hate speech and gender-based violence against women and girls. FRA.


autistic woman has been repeatedly taunted, stalked, manipulated into divulging highly personal information (such as psychiatric records), and doxed on online forums, from 4Chan to Kiwi Farms.\textsuperscript{149}

It is unclear whether women from racial/ethnic minority, LGBTQ+ and specific religious groups receive greater volumes of abuse online. As the Muslim UK journalist noted, it is often the case that the lower prevalence of these communities, online means that a woman with a public presence can more easily become a representative, and therefore a target, for all the perceptions and vitriol directed towards their wider community. However, looking at the impacts, these groups already tend to experience higher levels of mental illness, as a result of discrimination in daily life, hostility towards migrants and refugees,\textsuperscript{150} and ignorant or hateful speech. While individuals experience discrimination as a chronic stressor, on a societal level there are inequalities in education, healthcare access, and income stability that linger among these communities after a long history of discrimination, bias and ostracism.\textsuperscript{151} Experiencing gender-based cyber violence can both cause and exacerbate mental illness, as well as reinforce biases against these communities. Indeed, the recent Glitch study found that while only 39\% of white respondents reported feeling unsafe after their experiences, 67\% of people of colour and other ethnic groups reported this same feeling.\textsuperscript{152}

3.4 Financial and economic impacts of gender-based cyber violence

The social and wider societal manifestations of gender-based cyber violence examined in the previous section can also have economic impacts on both individuals and the wider economy.

<table>
<thead>
<tr>
<th>Summary of Economic Impacts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Damaged career prospects:</strong> in cases of non-consensual pornography, for example, victims are likely to lose their jobs after very personal information is leaked. This not only limits a victim’s earning potential, but also limits her ability to rise to prominence in her chosen field. Cyber violence can also dissuade a victim from participating in the labour market. Women may be wary of pursuing careers in public-facing, high-powered roles, or in male-dominated industries, even if that is where their talents lie.</td>
</tr>
<tr>
<td><strong>Costs of seeking help:</strong> Seeking medical or psychological help to cope with cyber violence, searching or working with a lawyer to address the crime, and reporting to law enforcement can incur significant costs to victims. Meanwhile, governments must devote funds to law enforcement, support centres and public health services, and civil legal aid to manage gender-based cyber violence cases.</td>
</tr>
<tr>
<td><strong>Lost economic output:</strong> This applies to both businesses and a nation’s economy. When a victim of gender-based cyber violence misses work or education due to psychological impacts or fear of luring stalkers and abusers to their home or workplace, and/or loses their job, there is a direct financial impact to their company/organisation’s productivity level. Furthermore, if the victim is an entrepreneur, inability to work can severely impact their businesses’ growth, and withdrawal from social media limits networking and publicity opportunities. These can be reflected in national economic figures for lost earnings or revenue.</td>
</tr>
</tbody>
</table>

\textsuperscript{149} Pless, M. (n.d.) \textit{Kiwi Farms, the Web’s Biggest Community of Stalkers}, Intelligencer. [online]


\textsuperscript{151} Hackett, R., and Ronaldson, A. (2020). \textit{Racism could be fuelling poor mental health among minority groups in the UK}, BMC. [online]

\textsuperscript{152} Glitch. (2020). \textit{The Ripple Effect COVID-19 and the epidemic of online abuse}, Glitch. EVAW.
3.4.1 Economic impacts of gender-based cyber violence

As jobs increasingly involve or become dependent on the internet, there is likely to be an increasing risk that women will encounter gender-based cyber violence while engaging in economic activity. Considering that victims of cyber-harassment, cyberstalking, and non-consensual pornography experience stress, anxiety, and (often cited in the case of non-consensual pornography) depression, it is to be expected that there will be a negative impact on productivity as victims’ ability to perform their usual work-related duties is adversely affected. With non-consensual pornography, since this can involve explicit images of an individual being visible to employers, a victim can face a risk of dismissal from a job or face difficulties in finding a job. We expect that these impacts could also affect students, affecting their ability to obtain a degree and hampering their professional life. Our research found evidence that non-consensual pornography appeared to affect women’s ability to retain and/or find a job, cyber-harassment – specifically cyber-bullying – affected individual’s job performance, and cyber-harassment generally could affect women’s ability to use social media for work purposes.

Non-consensual pornography

Anecdotal evidence appears to indicate that non-consensual pornography can influence female participation in the labour market. This is either by damaging their ability to get a job or leads to a woman’s dismissal from their current job. For example, instances in which nude photographs have been uploaded without consent have led to women being fired or damaged their career prospects. This has proved to be an issue particularly for teachers with women having been laid off after students found explicit images of them online, posted by former partners without consent. In highlighting the damage to career prospects, researchers have also noted that employers frequently search prospective employees’ names online, which can lead them to finding intimate photographs of the applicant uploaded by former partners. This can lead to potential employers not considering them for subsequent interviews.\(^{153, 154}\)

Beyond anecdotal evidence of instances in which women have been dismissed from their jobs due to non-consensual pornography there is not a lot of data showing specifically how much it affects women’s ability to get or retain a job.\(^{155}\) One survey by the Cyber Civil Rights Initiative indicates that 6% of victims of non-consensual pornography were fired from their job or expelled from school; 13% believed they had difficulty getting a job or getting into a school as a result; 55% feared their professional reputation could be tarnished in the long term; and 57% occasionally or often have fears about how being a victim may affect their professional advancement. Participants in the survey were self-selected by filling out a survey online.\(^{156}\)

Cyber-harassment and Cyberbulling

Although we have not found any information indicating the effect that cyber-harassment outside of the workplace can affect an individual’s job productivity, there are studies on workplace cyber-bullying which highlight potential economic costs. A UK study studying surveyed UK university employees (academic as well as administrative staff) about the effects of cyber-bullying. The survey involved a questionnaire distributed to 500 employees, with 120 employees responding, 75% being female. The study found significant correlations indicating that being a victim of cyber-bullying made an individual more likely to have low job satisfaction and increased general


mental strain. The study further found evidence that these impacts were more significant than offline bullying. One explanation for this was bullying occurring through ICT can reach more people making the effects more pervasive. An email, for example, in which one person is being bullied can have several people in copy or can be forwarded to others. This can make the victim exposed to the content several times or increase the shame they experience. Offline bullying has been estimated to cost UK organizations £13.75 billion a year. The evidence of more significant effects of cyber-bullying when compared to offline bullying could mean that the decreasing organisational performance could be larger and more costly. A study which surveyed 254 white collar workers in Australia similarly found heightened stress and job dissatisfaction as a result of cyber-bullying. The study also cited a survey of 4,000 employees in Australia, Canada, France, Germany, Italy, New Zealand, Spain, the Czech Republic, USA, and the UK which reported that 9% of respondents had experienced intimidating online behaviour from a colleague. These studies indicate that cyber-bullying can have the effect of reducing organisational productivity because of employee mental strain, stress and job dissatisfaction.

Research has highlighted that the increasing threat posed by cyber violence has occurred alongside online media’s increasingly important presence in the advancement of people’s careers. A study in Australia found that 41% of female media practitioners (individuals engaged in transmitting news to the public, for example a broadcaster or journalist) were victims of bullying, trolling or harassment on social media. Some of these individuals sought career changes after their experience. As mentioned above, some female journalists who choose to remain in their careers quit or take breaks from social media following instances of harassment. In these cases, they are pushed out of platforms they need to reach audiences and promote their work. Such occurrences do not only affect media personalities, as a lot of jobs and industries now require a social media presence. Employees often have to use social media to promote a business’s activities or to sell products or services. Similarly, for entrepreneurs, social media is required to promote a personal brand, attract potential clients and customers, and network.

For female entrepreneurs and other professionals, online harassment affects their ability to engage in networking activities. A survey of 500 women by Amnesty International and Ipsos Mori on online abuse against women on social media found that 26% of women feared their job or job prospects were threatened by abuse they received online. The figures were 19% for the UK, 28% for the US, 25% for New Zealand, 26% in Spain, 26% in Poland, 28% in Sweden, and 18% in Denmark.

Costs of Gender-based Cyber Violence

According to existing research, a significant impact of gender-based cyber violence can be observed in the financial costs that victims incur. There are costs involved in paying for legal fees, online protection services, healthcare services, and for some victims, the costs of moving houses. A study performed in 2019 by the Australia Institute surveyed a nationally representative sample of

---
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1,557 people to assess the overall costs of online harassment. It first of all found that women were more likely than men to say they had been harassed online (44% of women compared to 34% of men). Their lower estimate for the cost incurred by Australians was $330 million (€199 million): $63 million (€37.5 million) in healthcare costs and $267 million (€161 million) in lost income. The upper estimate was $3.7 billion (€2.2 billion). This estimate included the lost income for example from taking time off following online harassment, and the healthcare costs involved with seeing a doctor, psychologist or other healthcare professional.164, 165

Similar studies on the cost of online harassment have not been undertaken in Europe, but studies on the costs of gender-based violence against women indicate similar effects on the victims and larger society. A study by EIGE indicated that in the UK, the cost of gender-based violence against women amounted to almost €28.5 billion. The study then extrapolated this figure to the EU level on the basis of population size and estimated that the cost of gender-based violence against women amounted to more than €32.5 billion. The areas in which costs were incurred by society from gender-based violence was similar to those found in the Australian study. These included loss of economic output as a result of lost earnings and absence from work (11.6% of the costs), cost of services related to criminal justice and health care (38.9%), and costs related to specialised services such as counselling, shelters, and support centres (1.3%). This study also included the physical and emotional impact of the violence as part of the costs (48.2%).166

A study published by the UK Home Office in 2019 on the economic and social costs of domestic abuse found a much higher overall cost of £66.2 billion for England and Wales for the year ending 31 March 2017. The most significant cost is as a result of physical and emotional harms to the victims of domestic abuse with a figure of £47 billion with emotional harm being a significant portion. Significant costs are also found to the economy with £14 billion lost due to time taken off work and diminished productivity. The government also bears some direct costs as health service cost amounted to £2.3 billion) and the cost of police response to cases was £1.3 billion.167

Another study, entitled ‘Häusliche Gewalt Kostenstudie für Deutschland’ uses 2014 FRA survey data, and specifically the sub-sample of 1,500 women who responded from Germany, to estimate the costs of domestic violence. The authors estimated that some 35% of German women had been affected by physical and/or sexual violence. The researchers calculated a total cost of €3.5 billion per annum in direct and indirect costs or €46 per citizen. Direct costs included the costs to the police, judicial authorities and healthcare providers of providing support to victims. Indirect costs involved opportunity costs associated with a loss of income arising because of illness and other consequences of domestic violence. No attempt was made to estimate in detail the cost of what were defined as the ‘intangible’ effects of domestic violence, notably negative effects on one’s quality of life. However, these intangible costs were seen as potentially being up to six times as high as the tangible direct and indirect costs.168

---

164 These were accumulated costs rather than annual costs. Respondents were asked how much costs had been incurred as a result of harassment, not how much in the past year.
165 The Australia Institute. (2019). Trolls and polis – the economic costs of online harassment and cyberhate. [online]
3.4.2 Costs of gender-based cyber violence

For an estimate of the cost of gender-based cyber violence, reference should be made to a separate analysis commissioned by the European Parliamentary Research Service on gender-based cyber violence. The analysis uses the FRA data on cyber-harassment and cyberstalking for the age group 18-29 and estimates healthcare costs, labour market costs, legal costs and lost tax revenue in arriving at an overall cost.

3.5 Conclusions – The problem of gender-based cyber violence

As argued in Section 3.1, increased Internet and social media usage increases the urgency in addressing this matter, as well as ensuring that there is equal access for both men and women to online spaces. While there are gaps in the evidence available, the research undertaken indicates that the problem is significant in terms of the extent to which women in the EU face such violence and the scale of the damage done to society and the economy. Studies at the EU level using different indicators show that roughly 1 in 10 women face some form of cyber-violence in their lives. However, limited quantitative data exists at the EU level and the majority of national level data collection exercises have produced incomparable data. These national level efforts often differ in the forms of gender-based cyber violence covered, the types of victims covered and other parameters. In addition, the available EU level data on prevalence of these types of violence collected by FRA only covers two forms of gender-based cyber violence (cyber harassment and cyber stalking) and is outdated, as it hails from 2012. On the availability of recent data, equality Commissioner Ms Helena Dalli noted in response to parliamentary questions on the 14 February 2020 that the EU had signed the Council of Europe Convention on preventing and combating violence against women and domestic violence which includes Article 11 requiring signatories to collect data on all forms of violence against women. She further noted that Eurostat was conducting a survey on gender-based violence to gather evidence on the prevalence of the problem. A pilot survey was performed between 2018 and 2019 and will be extended for the period of 2020-2022 to all Member States. Results from the survey are expected in 2023. EIGE will also gather updated data on intimate partner violence, rape and femicide in 2022. It is unclear in both cases whether the data gathered will include gender-based cyber violence.

The available EU and national level data suggest that the problem is significant and, given the links between internet access and incidences of cyber harassment and cyber stalking demonstrated by FRA (which are likely under-reported), as well as the increases in rates of internet access across the EU since 2012, it is highly likely the problem of gender-based cyber violence is even more significant now than those data suggest.

To individual women, being victims of cyber-violence can mean reputational damage, mental illness, breaches of their right to privacy, and withdrawal from online, but also offline environments. These issues also mean economic costs including those related to obtaining healthcare services but also impact on productivity (for example, as women may have to take time off work) and participation in the labour market (e.g. reputational damage may affect job prospects). The fact that cyber violence tends to be directed at women means that when it leads to them being discouraged from voicing their opinion online, through the media or even through democratic arenas, women are deprived of their fundamental right to freedom of expression, the right to
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participation in cultural life without fear of discrimination, and their ability to affect policy and society.

Attempts at solving the issue through content moderation has so far have faced significant practical, technological, ethical and legal challenges. As content moderation has so far been the onus of the digital platforms or the private sector, a question arises concerning whether they should be the ones tasked with this responsibility. Leaving it up to users to moderate and block the content they deem offensive does not prevent them from being subjected to the abuse and requires them to read the comments to know whether they should be deleted. This can still trigger negative psychological impacts, as well as withdrawal from platforms due to increased pressure to not only produce content, but also to withstand and moderate the deluge of cyber harassment, hate speech, and other harmful comments. These technical challenges are further discussed in Section 4.4.
4 Legal and policy frameworks

This section provides an assessment of the existing international, EU and national legislations and policies that directly or indirectly address gender-based cyber violence. We also provide an overview of the existing initiatives to combat gender-based cyber violence at the EU level.

Gender-based cyber violence has been acknowledged in a variety of EU resolutions, Member States’ legislation, international treaties, and actions by other stakeholders across the EU-27 and other countries, however, as noted earlier, there is no specific legal instrument at the EU level that directly addresses gender-based cyber violence and its types. The legal instruments in place may address the issue to varying extents but they do not holistically address the key dimensions of the issue. As this section shows, some of the existing actions or legal provisions lack a gender perspective in the issue and others do not directly take into account the online element, and they simply apply the existing measures designed to the offline actions to the online environment.172

4.1 International legal and policy framework

The United Nations (UN) has directly recognised gender-based cyber violence in several resolutions, strategies recommendations and reports. In the UN General Assembly resolution on protecting women human rights defenders, the General Assembly lists the types of cyber violence and information-technology-related violations that women could face. These include online harassment, cyberstalking, violation of privacy, censorship and the hacking of e-mail accounts, mobile phones and other electronic devices, with a view to discrediting them and/or inciting other violations and abuses against them. The General Assembly states that these types of violations are a growing concern and can be a manifestation of systemic gender-based discrimination.173

In its resolution 34/7, the Human Rights Council noted that abuses of the right to privacy in the digital age may affect all individuals, including with particular effects on women, as well as children and persons in vulnerable situations, or marginalised groups. In June 2018, the Special Rapporteur on Violence Against Women published a report on online violence and violence facilitated by information and communications technology (ICT) against women and girls, and the Convention on the Elimination of All Forms of Discrimination against Women (CEDAW) has been progressively analysed by the CEDAW Committee, which has addressed ICT-facilitated violence against women in several general recommendations and concluding observations. Such as the General Recommendation 35 which recognises new forms of violence against women and girls occurring on the Internet and in digital spaces.

Some of the United Nations legal instruments that directly or indirectly cover gender-based cyber violence are as follows:

- International Covenant on Civil and Political Rights;174
- International Covenant on Economic, Social and Cultural Rights;175

172 For the development of this section, we build on existing literature reviews, reports, and studies cross-checking them with the existing legislation to ensure that recent legal developments are incorporated. For instance, a key study for the development of this section was the Van der Wilk, A. (2018). Cyber violence and hate speech against women. European Parliament.
174 International Covenant on Civil and Political Rights (ICCPR), New York, 16 December 1966
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Convention on the Elimination of All Forms of Discrimination against Women (CEDAW);¹⁷⁶
Declaration on the Elimination of Violence against Women;¹⁷⁷

Gender-based cyber violence can affect several fundamental rights, as the previous section argued, gender-based cyber violence causes a wide range of social and economic impacts, such as impacts on the mental health of the victim, invasion of privacy or self-censorship, which might be directly linked with fundamental rights violations. The list of fundamental rights covered on the European Convention on Human Rights (ECHR) that could be affected by gender-based cyber violence are:

- **Article 3 – Prohibition of torture, inhuman or degrading treatment or punishment.** This Article imposes a duty on Member States to take measures to prevent individuals, in particular children and vulnerable adults, from being subjected to torture, inhuman or degrading treatment or punishment, administered by other individuals.
- **Article 8 – Right to respect for private and family life.** Some forms of gender-based cyber violence, such as cyber harassment or cyber stalking are an invasion of the private life of the victim.
- **Article 10 – Freedom of expression.** As mentioned in the previous section, the fact that cyber violence tends to be directed at women means that when it leads to them being discouraged from voicing their opinion online, through the media or even through democratic arenas, women are deprived of their right to freedom of expression and their ability to affect policy and society.
- **Article 13— Right to an effective remedy.** One of the problems derived from gender-based cyber violence is that there is a lack of awareness of the issue and the measures in place, therefore victims of gender-based cyber violence could experience that their right to have an effective remedy before a national authority is not fulfilled.
- **Article 14 – Prohibition of discrimination.** As it has been mentioned in the report, cyber violence is more directed to women and girls, moreover, victims can also be subject to gender-based cyber violence on other grounds such as age, religion, social origin, race etc.

**European Court of Human Rights (ECtHR) case law**

**K.U. v. Finland** (App No. 2872/02)¹⁷⁹ the applicant was a Finnish boy of 12 years old at the time of the complaint, that alleged that the State had failed in its positive obligation to protect his right to respect for private life (Article 8 ECHR) because it did not provide the identification of the person who posted an advertisement of a sexual nature on an Internet dating site in the applicant’s name, without his consent. The ECtHR ruled that States have a positive obligation to protect citizens against crime, including invasions of private life (Article 8). Law enforcement therefore has an obligation to conduct investigations and prosecutions of acts of cyberviolence. States must take cyberviolence seriously and see to it that laws are amended, investigative skills improved, etc¹⁸⁰


¹⁷⁹ https://hudoc.echr.coe.int/fre#{%22itemid%22:[%22001-89964%22]}

The case concerned the domestic courts’ refusal to impose civil liability on an Internet forum host after vulgar comments about Ms Høiness had been posted on the forum. The ECtHR considered that there was no violation of Article 8 to private life.

Buturaga v. Romania (App No. 56867/15)182 the applicant, Ms Buturugă, complained of shortcomings in the system for protecting victims of domestic violence after allegations of domestic violence and violation of the confidentiality of electronic correspondence. The Court found a breach of Articles 3 and 8 in respect of a failure to investigate adequately and/or take action on complaints of domestic violence and awarded €10,000 general damages.

Moreover, the Council of Europe has set out a number of treaties that can apply to gender-based cyberviolence. However, more synergy between these treaties, as well as more work done at the Member State level to ratify and implement existing laws, could build a more secure foundation of enforcement for gender-based cyber violence.

Council of Europe Conventions

The Budapest Convention on Cybercrime and additional protocol, adopted in 2001, was the first treaty that focused on internet related crimes, dealing particularly with computer-related fraud, infringements of copyright, child pornography and violations of network security. The main aim of the Budapest Convention is to protect society against cybercrime by providing a common criminal policy through appropriate legislation and international cooperation. Some Articles of the Convention can apply to gender-based cyber violence, such as articles 4 and 5 relating to data and system interference which may cause death or physical or psychological injury.

The Istanbul Convention on preventing and combating violence against women and domestic violence can also be applied to gender-based cyber violence; specifically, Article 3 which provides a definition of ‘violence against women’ that includes all acts of gender-based violence. Other provisions that can be applied to cyber violence are Articles 33 on psychological violence; Article 34 on stalking and Article 40 on sexual harassment.

The Lanzarote Convention on Protection of Children against Sexual Exploitation and Sexual Abuse criminalises all forms of abuse against children including forms of cyberviolence dealing with online sexual exploitation and sexual abuse, such as grooming, child pornography, corruption of children. The criminalised cyberviolence behaviours are listed in Articles 18 to 23.

Although the Istanbul Convention does not make explicit reference to the online sphere in those articles, the Explanatory Report to the Istanbul Convention183 underlines that in relation to Article 34 on stalking, the threatening behaviour may consist of following the victim in the virtual world (chat rooms, social networking sites, etc) or spreading untruthful information online. Moreover, the independent expert body responsible for monitoring the implementation of the Istanbul Convention, GREVIO, highlighted:

“The Importance of viewing cyber violence and offline forms of violence against women and girls as an expression of the same phenomenon, namely gender-based violence. Online violence against women and girls should therefore be seen as a continuum of offline violence and as a means to maintain women in an inferior position in the digital sphere and in real life.”184

181 https://hudoc.echr.coe.int/eng#{%22appno%22:[%2243624/14%22],%22itemid%22:[%22001-191740%22]}
182 https://hudoc.echr.coe.int/eng#{%22itemid%22:[%22001-200842%22]}
184 GREVIO comments on an earlier draft of the present mapping study –Cybercrime Convention Committee. (2018). Mapping study in Cyberviolence, Council of Europe. 24
To date, six EU Member States and the EU itself have not ratified the Istanbul Convention.\(^{185}\)

The EU Member States that have ratified the Istanbul Convention are: AT, BE, HR, CY, DK, EE, FI, FR, DE, EL, IE, IT, LU, MT, NL, PL, PT, RO, SI, ES and SE. However, Poland has recently announced its intention to withdraw from the Istanbul Convention, and has been campaigning in countries such as Slovakia, Croatia, Slovenia and Czech Republic to replace it with an alternate legislation that would state “the causes of violence are not related to structural gender inequality, but rather ‘pathologies’ among which are alcoholism, pornography, social atomisation, the breakdown of family ties and the sexualisation of women in the public space.”\(^{186}\)

Although the three treaties are different in scope, the Conventions appear to be complementary. Including with regard to substantive criminal law, as the Council of Europe noted, “\textit{a country implementing the Budapest Convention should thus consider also implementation of articles 33, 34 and 40 Istanbul Convention in order to combat psychological violence, stalking and sexual harassment in an online context.}”\(^{187}\) And vice versa, the procedural powers and the provisions on international cooperation of the Budapest Convention will help investigating cyberviolence and securing electronic evidence. Therefore, a country implementing the Istanbul Convention should consider becoming party to the Budapest Convention to facilitate international cooperation on electronic evidence in relation to gender-based cyberviolence.\(^{188}\)

4.2 Existing EU legislation

Although the European Commission explicitly included cyber-violence and harassment using new technologies in its definition of gender-based violence,\(^{189}\) the phenomenon has not been captured in any of the European Union’s legal texts. There are, however, several Directives and Regulations that are directly or indirectly applicable to gender-based cyber violence despite not providing any legal definition for gender-based cyber violence or its types. This section explores the relevance of these laws to the issue of gender-based cyber violence.

The Victims’ Rights Directive\(^{190}\) sets out the fundamental standards for the rights, protection and support structures available to victims of crime; crime remains purposefully broad in its definition, as the Directive is applicable to all criminal proceedings in a Member State.\(^{191}\) Therefore, the Victims’ Rights Directive could be applicable to gender-based cyber violence if the Member State criminalises gender-based cyber violence and/or its types. The following Section 4.3 shows that some forms of gender-based cyber violence are not criminalised by Member States. This Directive is only applicable to victims of gender-based cyber violence when it constitutes a crime in accordance with the national legislation. Several key gaps have been found in the transposition and

\(^{185}\) Council of Europe Treaty Office. (2020). \textit{Chart of signatures and ratifications of Treaty 210}. Council of Europe Portal. [online]


implementation of the Directive:\(^{192}\):

<table>
<thead>
<tr>
<th>People’s Rights Directive – Gaps in the transposition and implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Several Member States have not agreed upon the definition of a victim.</td>
</tr>
<tr>
<td>The Directive has been incompletely and/or incorrectly transposed by most Member States. Transposition is less complete in Member States that already had a high level of victim protection in place.</td>
</tr>
<tr>
<td>Weak links are present in Member State victim support systems and inconsistent referral mechanisms exist; for example, the police may not always refer victims to support organisations.</td>
</tr>
<tr>
<td>Victims lack awareness of their rights and the breadth of services available to them. Several Member States have failed to ensure that communication is provided to victims in clear and simple language.</td>
</tr>
<tr>
<td>Victim support services remain generally under-funded.</td>
</tr>
<tr>
<td>Some Member States have transposed articles without including all the detailed requirements or have narrowed the application of a provision by simply adapting a pre-existing piece of legislation that only applies to a narrow group of victims.(^{193}, 194)</td>
</tr>
</tbody>
</table>

The **Directive on Combating Sexual Abuse of Children\(^{195}\)** is aimed at both the offline and online dimensions of child sexual abuse. It protects minors from image-based sexual abuse, that when the victim is a minor is considered child pornography. Its Article 25 obliges EU Member States to promptly remove child abuse materials within their territory and to endeavour to secure removal of materials hosted elsewhere, offering the possibility to block access to child pornography.

In December 2016, the European Commission published an **assessment of the implementation of Article 25. By the time of the assessment only 12 Member States had transposed the Directive.**\(^{196}\) Article 23 of the Directive establishes that Member States shall take appropriate action, including through the Internet, such as information and awareness-raising campaigns, research and education programmes, where appropriate in cooperation with relevant civil society organisations and other stakeholders, aimed at raising awareness and reducing the risk of children, becoming victims of sexual abuse or exploitation. In terms of its relevance to this study, there are indeed some significant gaps, including: a lack of comparable data at EU level on the efficiency of available intervention programmes; a lack of consensus on what constitutes a successful intervention programme and the extent to which blocking is an effective measure; and a reluctance to transmit information on criminal convictions and disqualifications when other Member States request it.\(^{197}\)

\(^{192}\) In 2017, CSES carried out a study for the European Parliament (EPRS) to assess the implementation of the Victims’ Right Directive. Some of the main findings on the gaps and shortcomings in the transposition and implementation of the Directive are still applicable according to the report from the Commission.
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The **Directive on preventing and combating trafficking in human beings and protecting its victims**\(^{198}\) is another piece of relevant legislation, considering the strong gender dimension of trafficking in human beings and that perpetrators often commit these crimes with the use of computer networks. This Directive lists provisions for the prevention of human trafficking, protection of victims and law enforcement actions regarding perpetrators of human trafficking. In 2016, the European Commission released a study where it noted the increasing use of the internet by traffickers but the Directive itself does not cover this issue.\(^{199}\)

The **General Data Protection Regulation (GDPR)**\(^{200}\) does not mention or define any form of cyber violence but it provides protection to the victims of cyber violence (e.g. victims of non-consensual pornography) and provides for sanctions to be imposed against the individual responsible for sharing the unconsented content and against the publisher of such material. The GDPR protects natural persons against the collection and processing by an individual, a company or an organisation of personal data from individuals in the EU. The Regulation entitles individuals to have any information that can be linked to an identifiable individual erased i.e., they have the right to have private information about them removed from the Internet, including pictures or any information that can identify the person.

Also relevant is the **Directive on e-commerce** which regulates electronic commerce, including establishing rules on liability of service providers. In this respect, the Directive can oblige service providers to remove or disable access to illegal content hosted on their platforms. The European Commission in its recommendation of 1 March 2018 provides more details on the way illegal content should be removed or disabled.\(^{201}\)

Given the importance of electronic media to gender-based cyber violence, the **Audio-visual Media Services Directive** is also important. This applies to television programmes, video-on-demand services and video-sharing platforms, including social media essentially devoted to video-sharing. The Directive aims to protect minors from inappropriate content and all users from content “containing incitement to violence or hatred directed against a group of persons or a member of such a group defined by reference to sex, race, colour, religion, descent or national or ethnic origin”\(^{202}\). It also contains provisions for reporting and flagging of illegal and hateful content.\(^{203}\)

The expected revision of the **ePrivacy Regulation** would protect privacy and confidentiality, requesting consent from end users to protect them on the electronic devices and services they use. Victims of cyberviolence could potentially be more protected by guaranteeing increased privacy online. The **Digital Services Act**, proposed in December 2020, is also indirectly relevant to gender-based cyber violence, as stricter content liability is imposed on social media platforms and obligations regarding online harms. More specifically, the Digital Services Act will include new rules and procedures for faster removal of illegal content, heightened protection of users’ fundamental rights online, and obligations for large platforms to take preventative action against abuse of their

---


\(^{200}\) Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation)


The obligations most relevant to gender-based cyber violence are to establish points of contact and legal representatives, a complaint and redress mechanism, out of court dispute settlement, trusted flaggers, measures against abusive notices and counter-notices, codes of conduct, and crisis response cooperation. It should be noticed that these obligations apply to both online platforms and ‘very large platforms.’

As mentioned earlier, these Directives and Regulations could offer some protection to EU victims of gender-based cyber violence. However, the European Parliament in several resolutions has called for legal and policy actions that directly recognise and address this issue.

Summary – EU Strategies

- **Gender Equality Strategy 2020-2025**: Actions include the EU’s accession to the Istanbul Convention or alternative legislative measures that achieve the same objective. The Commission will also launch an EU network on the prevention of gender-based violence and domestic violence and will take action to protect the safety of victims of gender-based cybercrime in particular by facilitating the development of a framework for cooperation between internet platforms and other stakeholders.
- **EU Strategy on victims’ rights 2020-2025**: The Commission set a number of actions to empower victims to report crimes and to work together with relevant actors for victim’s rights. The Commission acknowledges the current situation with the COVID-19 pandemic has occasioned an increase in cybercrimes such as online sexual offences or hate crime. “Victims of cybercrime do not always find relevant assistance to remedy the damage they suffered and often fail to report a crime. Children or elderly persons in particular may lack the necessary digital skills or awareness of the remedies at their disposal. Reporting cybercrimes should be further facilitated and victims should be provided with the help they need.”

At the EU level, the Commission will set up the Victims’ Rights Platform to ensure a more horizontal approach to victims’ rights. The Platform will bring together for the first time all EU level actors relevant for victims’ rights, such as EIGE, FRA, CEPOL, the European Network on Victims’ Rights (ENVR), the EU Network of national contact points for compensation, the European Network of Equality Bodies (EQUINET).

- The Victims’ Rights Platform will facilitate continuous dialogue, exchange of best practices and cross-fertilisation between this strategy, the Gender Equality Strategy 2020-2025 and several upcoming strategies.
- **EU Strategy on fighting against child sexual abuse 2020-2025**: On July 2020, the Commission presented a specific strategy for a more effective fight against child sexual abuse. This strategy include legal actions aimed at supporting and protecting child victims of sexual abuse, including online sexual abuse. The Commission will strengthen cooperation between law enforcement, the INHOPE network of hotlines and industry. The Commission will explore the latest technological developments for swifter detection and removal of online child sexual abuse material.
- **EU cyber security Strategy**: The Strategy focuses on priority areas where the EU can bring value to support Member States in fostering security for all those living in Europe, notably including cybersecurity.

4.3 National legislation relating to gender-based cyber violence

There is relatively little information available on EU Member States’ legislation that is relevant to gender-based cyber violence that can be accessed without having to directly
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contact national authorities and sources. Apart from the national legal sources, and the EU studies and reports where Member States’ responses to this issue are explored, the only source we have found relating to national-level legislation is the Council of Europe. The Council of Europe has a portal that aims to provide and collect information regarding existing legislation, policies, strategies, preventive, protective and criminal justice measures to combat cyber violence taken by public sector, civil society and private sector organisations.

Based on the sources available we have been able to access, and as explained in the sections above, the lack of a harmonised definition at the EU level results in different national approaches to regulating the issue. There are some Member States that criminalised some types of gender-based cyber violence, although a great number of countries make use of criminal law provisions that are not specific to the online environment to address the issue. An overview of the different approaches and scope in covering cyber violence for the EU Member States, in particular the 12 selected Member States that we propose to examine in this study (BE, CZ, DE, ES, FI, FR, IT, LT, NL, PL, RO and SE) is provided below.

Overview of Member States legislation relevant to gender-based cyber violence

**Member States that criminalise gender-based cyber violence**

> **Romania** recently recognised cyber violence as a form of domestic violence, under a new legal amendment. Domestic violence now includes a provision specifically for “cybemetic violence” which intends to “shame, humble, scare, threat, or silence the victim”\(^{209}\). This includes online threats or messages, or where a partner sends intimate graphic content without consent. The law also criminalises illegal access to communications and private data via computers, smartphones, or devices that can connect to the internet.\(^{210}\)

> **France** passed the Law of 3 August 2018 strengthening action against sexual and gender-based violence to provide better support for victims of gender-based violence, including cyber violence. The law modified the Criminal Code to include cyber harassment (Article 222-33-2 of the French Criminal Code on moral harassment). Cyber harassment is defined as the act of making repeated comments, insults or threats via the internet (on a social network, forum multiplayervideogame, blog etc.) with the aim or effect of worsening the victim’s living conditions that could result in a deterioration of the physical or mental health of the harassed person. Victims of cyber harassment can request the removal of the content (which can be comments, videos, images, messages, etc.) from their author or from the electronic support manager. Cyber harassment is punished by fines and/or imprisonment that will be aggravated if the victim is under 15 years old.

**Member States that criminalise some types of gender-based cyber violence but without a gender perspective**

**Non-consensual pornography/image-based sexual abuse**

> **Belgium** has a specific provision in its Penal Code for online non-consensual pornography or image-based sexual abuse (‘Voyeurism-Porno vengeur’), its Article 371/1 establishes a six-month to five years imprisonment to whoever made accessible or broadcast the visual images or audio recording of naked person or a person engaged in an explicit sexual activity, without his/her agreement or knowledge, even if this person has consented to its realization. If the person has not consented to its realization the same penalty will be applied to whoever observes or records a person naked or in an explicit sexual activity. Therefore, in Belgium the distribution of the content is not a requirement to be punished. The penalty will be increased if a minor is involved.
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\(^{208}\) [https://www.coe.int/en/web/cybercrime/cyberviolence](https://www.coe.int/en/web/cybercrime/cyberviolence)

\(^{209}\) Euronews (2020) *Romania criminalises cyber harassment as a form of domestic violence*.

\(^{210}\) Euronews (2020) *Romania criminalises cyber harassment as a form of domestic violence*. 
In the **Czech Republic**, the criminal code provides a definition of ‘non-consensual pornography’, which constitutes an offense perpetrated on the internet, without the knowledge of the victim, consisting of publishing erotic photographs together with an erotic ad and contact details, thereby causing his/her dishonouring and harassment. Cyber stalking and cyber harassment are also recognised and defined in the Czech criminal code.\(^{211}\)

**Spain** The Penal Code includes penalties for image-based sexual abuse or non-consensual pornography punishes the dissemination and sharing of third-party images or audio-visual recordings of a person obtained in a private setting, without their authorisation. The sanction could be aggravated if the perpetrator is or has been an intimate partner of the victim. Although Spain protects victims of domestic violence, it does not apply a gender perspective.

**France** adopted in 2016 the Digital Republic Law which sanctions those found guilty of image-based sexual abuse or non-consensual pornography with up to a two-year prison sentence and €60,000 fine.

It is important to note that all Member States do criminalise image-based sexual abuse if the victim is a child since it is considered child pornography.

**Cyberbullying**

**Italy** has specific legislation on cyber violence, but it only protects minors. The law, entitled “Law no. 71/2017 on Regulation for the safeguarding of minors and the prevention and tackling of cyberbullying”, provides a definition for cyberbullying: “whatever form of psychological pressure, aggression, harassment, blackmail, injury, insult, denigration, defamation, identity theft, alteration, illicit acquisition, manipulation, unlawful processing of personal data of minors and/or dissemination made through electronic means, including the distribution of online content depicting also one or more components of the minor’s family whose intentional and predominant purpose is to isolate a minor or a group of minors by putting into effect a serious abuse, a malicious attack or a widespread and organised ridicule.”

For other types of cyber violence or offences to adult victims, some provisions of the Italian Criminal Code can also be applied to the online sphere even though it does not directly mention it, such as stalking (Section 612-bis).\(^{212}\) In addition, there is a 2019 gender-based violence law; Article 10 introduces a new article in the criminal code addressing the illegal dissemination of sexually explicit images or videos, and establishing a punishment framework: anyone who publishes this content without consent of the represented persons will face imprisonment for one to six years and a fine between €5,000 and €15,000. This penalty also applies to secondary actors.

**Cyber harassment**

**Austria** criminalises the “persistent harassment involving telecommunication or computer system” (§107c of the Penal Code). A person can be liable to imprisonment for up to one year if “using a telecommunication or computer system in a manner that can cause unreasonable interference with the lifestyle of the other person, continuously over a longer period of time 1. defames another in a way that can be perceived by a larger number of people, or 2. makes facts or visual material of the personal sphere of another available to a larger number of people without the consent of the other person”. If the offence results in the suicide or suicide attempt of the victim then the imprisonment could be up to three years.

**Hate Speech online**

Not all countries criminalise hate speech but several Member States, such as **Spain**, **Netherlands**, **Bulgaria**, **Greece**, **Croatia**, **Portugal** and **Malta**, explicitly criminalise hate speech online. However, hate speech is not extended to the grounds of sex or gender in all cases.

**Member States that make use of existing provisions in their criminal codes that are not specific to the online sphere to criminalise forms of gender-based cyber violence**
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Germany uses many legal provisions that are not specific to cyber violence to tackle the issue, such as the legal provisions in the Criminal Code for stalking, harassing, threatening, abusing or insulting that can be applied to an online environment. Apart from criminal law, corresponding provisions and rules can be found in civil law, such as compensation, removal and injunction; labour law such as warning notice and administrative law including police law and regulations for service providers.

Spain the provisions for harassment or stalking on the Spanish Criminal Code can be applicable to the online world since it punishes all forms of harassment or stalking.

Finland has no domestic policies, strategies or other specific responses focusing on cyber violence or specific provisions relating online offences. However, as with other Member States, some cyber violence acts may be covered indirectly. There are some provisions of the Criminal Code that cover offences that can also be committed online.

In the Netherlands there is no law criminalising cyber violence or gender-based violence, but some provisions of the penal code can be applied.

Other non-criminal provisions or measures that prevent or combat gender-based cyber violence

In 2017, Germany passed the Act to Improve Enforcement of the Law in Social Networks (in force since June 2017) is to enforce compliance obligations for social networks but is not extending the scope of criminalization. In particular, social networks with more than 2 million registered users are required to provide an effective complaints management, and to remove or block content that is unlawful under certain provisions of the German Criminal Code which includes section 201a of the Code on violation of intimate privacy by taking photographs. Another law that deserves mentioning is the Law for the civil law prevention of acts of violence and stalking (‘Gewaltschutzgesetz’), which allows the court to take the necessary measures to prevent further misconduct.

In Lithuania, non-governmental organisations (NGOs) have been actively providing assistance to victims of gender violence. These centres support victims of violence, inform victims of the types (and locations) of assistance they can receive, mediate and represent them in other institutions, provide psychological and legal assistance, and assist in restoring interpersonal relationships with family members. Victims of gender-based cyber violence can find support through these centres. Lithuania has also widely implemented the European Commission’s Safer Internet Programme, establishing a Safer Internet consortium comprised of four partners: two government authorities, an NGO, and an association. Furthermore, Lithuania published a new media self-regulation code in 2016 that prohibits mocking human gender among other forms of identity, and publish the surname of a victim of sexual aggression.

In the Netherlands there is an important initiative for gender-based cyber violence. The Expertise centrum online misbruik kinderen (Centre for expertise on online child sexual abuse - a local branch of INHOPE hotline) operates a hotline as well as a website with information and associated chat or other contact methods called ‘help wanted.’ This website is mainly directed against sextortion and other unwanted publications of often self-generated images.

In Sweden, gender equality issues are a high priority for the Swedish government. It specifically recognised cyber harassment as one of the equality issues that needs to be addressed. “Cyber harassment takes different forms based on gender. Girls are often exposed using photos with sexual undertones and disparaging remarks about their sexual habits. For women it often involves disparaging remarks or offensive name-calling, online and via text message, telephone calls or face-to-face meetings.”
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4.4 Existing initiatives to combat gender-based cyber violence

**Gender-based cyber violence poses a challenge to EU Member States,** partly because of an inadequate legal framework and partly because the problem is inherently complex and difficult to confront.

**On the EU level,** there are some initiatives in place to assist in the recognition, education and reporting of cybercrime from Europol. The European Cybercrime Centre – EC3 was set up by Europol to strengthen the European response to cybercrime and child sexual exploitation online;

218 its ‘Stop Child Abuse: Trace and Object’ campaign enables members of the public to identify perpetrators by sending images of objects in the background of sexually explicit videos of minors; and the ‘Say No’ campaign aims to strengthen reporting and support mechanisms for victims of cyber violence. Finally, Europol hosts youth days for education on cybercrime, cyber violence, and its impact on young women and girls. The European Commission launched a #DigitalRespect4Her campaign in 2019, aiming to raise awareness of the issue by encouraging women to share their stories and experiences of gender-based cyber violence and sharing best practices.
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When victims’ report comments, block users, or withdraw from a platform, **social media platforms and other tech companies may have to review their conduct policies or community guidelines** and update them as needed. However, as a study by the Web Foundation points out, “privacy settings can be confusing, and [participants] said they would like to see standardised terminology across platforms so it is easier to understand how a feature or tool can be used.”
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**Meanwhile, law enforcement agencies may need to invest in additional training and the establishment of a clear protocol to aid victims** in response to their complaints. This includes investigating the digital conversations and footprints of aggressors and referring victims to organisations and/or lawyers to provide psychological and legal support. Other recommendations for law enforcement include minimising victim distress by reducing the number of officers one must go through when reporting their case “to enhance consistency and continuity”

221 and keep the victim informed of the progress of their case.

4.4.1 **Role of AI and content moderation**

In attempting to address this problem, many organisations have begun to partially automate the identification, classification and moderation of illegal or harmful content posted on their platforms. Although the introduction of **content moderation technology** (described further in the below box) promises to support the fight against harmful and illegal content online, including harmful gender-based content, it comes with many practical, technological, ethical and legal challenges.

**Content moderation technology**

- Content moderation technology is used to monitor, flag, review and judge content posted online. The aim is to quickly discover and remove content that is: (i) illegal (e.g. terrorist content); or (ii) ‘harmful’ (e.g. hate speech, disinformation). Moderation of the latter type of content (harmful content) is primarily based on a particular platform’s ‘terms of service’ or ‘community rules’.
- Most systems operate on flagging (either by automated systems, by humans or a combination of both) and review (primarily by humans, but also by automated systems in some instances) with a key
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difference being the time of moderation (either at time of post or downstream via reporting by human users).

Some platforms offer content creators a tool to select keywords they would prefer not to see, or that they deem offensive. These not only allow creators to curate the types of comments they receive from other users, but also to train the machine learning technologies to recognise the nuances in language that can qualify as harmful, inappropriate or abusive.

Of relevance to gender-based cyber violence, content moderation efforts and literature to date have focused on identifying and moderating hate speech and child sexual abuse material.

Social media companies, for instance, have made large investments in artificial intelligence and human moderators, but analysts argue that this has not successfully reduced harassment (in addition to other harmful content such as disinformation and conspiracy theories). There are multiple factors contributing to the lack of success.

The large scale of online platforms, involving millions of users, makes it hard for moderation to keep up with the large amount of harmful content. There is a related problem of ‘latency’, as it can take AI systems and human moderators time to identify and remove unwanted messages, and in the interim period, damage is already done. Furthermore, there are overarching governance questions related to the extent to which private organisations should have responsibility for determining what content is allowed and what is disallowed. At present, particularly for harmful content, online platforms decide, through ‘terms of service’ and ‘community rules’, what is permitted on their platforms, thus risking the removal of valid content and restrictions to the right to freedom of expression.

In addition, the tools and processes developed by online platforms to flag and moderate unwanted content face a range of practical and technological challenges that can limit their effectiveness. The automated decision-making tools used are often found to be overbroad, unsophisticated and easily circumvented. Indeed, victims often find it difficult to fit their experience into pre-defined categories, especially when these definitions vary across platforms. Although these categories attempt to narrow down the type of abuse and channel it to appropriate moderators, the moderators—both human and automated—do not always have complete access to the context surrounding the abuse, such as what a particular word means in one country or dialect versus another. Human moderators are unable to keep up with the large amount of content, and according to platform employees, such as the representative from YouTube who spoke at the FEMM/LIBE committee hearing on 30 November 2020, the machine learning content moderators may overlook less explicit, or vague hate speech and harassment in a user’s comment. The AI systems developed tend to be overbroad, unsophisticated, and easily circumvented.

Issues with these AI tools appear to have been exacerbated due to the COVID-19 pandemic, as social media companies have permitted their employees to work from home including their moderators. These content moderators are consequently having to rely more heavily on imperfect

223 Twitter Help Center (2020). How to use advanced muting options. Twitter. [online]
AI tools which can only identify and address “content with the most potential for harm”, as a disclaimer from Instagram now states. This means that several cases of distressing messages, stalking, libel, and harassment will fall through the cracks, and increase the isolation and distress victims may already be experiencing during the pandemic.

There have also been efforts at content moderation from actors outside of the social media companies. For example, the Electronic Frontier Foundation (EFF), based in the United States, released ‘Block Together’, an app that enables Twitter users to share lists of troublesome users and block specific accounts. On the other hand, the app does not block all harassment as it does not prevent users of blocked accounts from creating new accounts to continue harassing victims using the app. Additionally, some individuals who become listed on these block apps believe they are unfairly targeted for association with problematic accounts and were not themselves engaged in harassment. Gaming companies have attempted to institute new participation standards and mechanisms for players to police one another. These companies though are in a difficult position as there is sometimes backlash from users decrying infringements on free speech. Companies find themselves walking a fine line between enabling free speech—risking not intervening in instances of cyber violence or other unwanted online content—and too heavily regulating free speech online, which can elicit backlash from users.

Tackling online anonymity

In response to concerns that anonymity online makes gender-based cyber violence (and other harmful activity) more likely to occur, there has been discussion on introducing legislation to require users to identify themselves on online platforms. In the UK, there have been calls to require internet users to have a “digital ID” in order to prevent cyber-bullying. Such a scheme could involve users having to provide passport details to obtain a digital ID in order to gain access to some platforms.

In Austria, the government of Chancellor Sebastian Kurz also drafted plans in 2019 to end online anonymity to combat hate speech. The proposal would require social media users and individuals commenting online in other forums to provide personal details. Individuals would be allowed pseudonyms, but the platforms would be required to provide the users’ real identity to third parties for the purpose of prosecution. Another proposal from NGO, OpenDemocracy involves offering users who have verified themselves by providing their details the ability to choose whether to hear from other users who have chosen not to do so.

In response to such proposals, some campaigners have highlighted these proposals as a threat to civil liberties. The NGO Big Brother Watch has argued that anonymity on the internet allows for privacy, freedom of expression and allows for political discussions to occur without individuals fearing they may be punished for their opinions. They further add that whistleblower activity would be restricted damaging government accountability. MEP Terry Reintke’s argued at the FEMM/LIBE committee meeting on 30 November 2020, that one of the key misconceptions surrounding gender-based cyber violence is that removing online anonymity would be the best way to more effectively identify online perpetrators. She further added that anonymity is quite useful for marginalised groups, who find it easier to express themselves in
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online communities when they are not using their real names. The NGO OpenDemocracy argues that their suggestion does not involve the banning of anonymity all together and that the necessary activities of whistle-blowers or activists would be protected under their proposal.

In the case of Austria, the proposal has been criticized as well for opening the possibility of authoritarian crackdowns. The NGO Epicentre has argued that governments like Austria would have access to the identities of users criticising them. The newspaper Der Standard has argued that the proposal was designed to diminish critical discussion among users of their website as the proposal’s threshold for the number of users these restrictions would apply to would include their website.

There are also concerns about whether these proposals are legally viable in the EU. The General Data Protection Regulation (GDPR) protects individuals’ right to not provide their names online under the principle of data minimisation to prevent their data being used for reasons they object to. Furthermore, a court in Berlin ruled that a clause in Facebook’s terms and conditions was unlawful for requiring individuals to use their real identity as it was not clear how the user’s details would later be used. In the case of Austria, during the consultation phase, the Supreme Court raised concerns about the potential for the proposal to be un-compliant with the European Court of Justice’s ruling prohibiting expansive and indiscriminate data retention.

### 4.4.2 Existing victim support measures

Existing research indicates that victims of gender-based cyber violence frequently do not receive adequate support. Law enforcement actors do not always respond sufficiently to victims’ complaints of gender-based cyber violence. They may not refer victims to support organisations or take victims’ complaints seriously. Victims’ reports are often not taken seriously due to the lack of physical evidence or perceived immediate threat. A study conducted by the Association for Progressive Communications (APC) found that less than half (41%) of cases of gender-based cyber violence reported to authorities have been investigated.

For instance, in the case of one #GamerGate victim, the police required her to submit personal information for the police report; since police reports are public records, this would leave victims’ personal details prone for abusers to exploit. Furthermore, when this victim arrived at the police station with a zip drive containing audio and video evidence of the abuse she had experienced, the police did not know how to use it. Albeit taking place in the US, there are similar examples in the EU. In Sweden, for example, a study published by the Swedish National Council for Crime Prevention (NCCP) found that only 4% of complaints regarding online abuse, threats or offensive behaviour result in prosecution. As discussed in Sweden’s factsheet, the country only recently
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implemented legislation regarding crime prevention on services provided by telecommunications and Internet service providers, but this still has gaps and law enforcement may be acting slowly in adopting it or construing online abuse as a legitimate crime. Such a low proportion is ascribed to the event not constituting a criminal offence or to difficulties in identifying perpetrators and obtaining evidence.  

Existing research suggests that without adequate support, victims of gender-based cyber violence are left to identify their own sources of information that provide advice on how to handle instances of cyber stalking, cyber harassment, doxing, non-consensual pornography, and how to speak to police or issue a restraining order. In these ways, gender-based cyber violence reinforces exclusion from communities and support networks both on- and offline and perpetuates stereotypes about women and other vulnerable groups.

### 4.4.3 Monitoring and reporting of cyber violence

In addition to inadequate approaches from law enforcement, evidence indicates that there is systematic under-reporting from victims of abuse, both online and offline, to law enforcement authorities. In a UK study on the impacts of online abuse since the COVID-19 pandemic began, 67% of respondents’ first reported the abuse to social media platforms, followed by 12% to law enforcement, 7% to community organisations, and 5% to their employer. This is in part ascribed to a “perceived lack of support provided to victims from law enforcement, tech companies, and other stakeholders.”  

Furthermore, 83% of respondents who did report one or several incidents during the pandemic have felt their complaints have not been properly addressed.  

It is also due in part to a lack of awareness among victims that their experiences qualify as cyber harassment. In a study conducted by the Australian Human Rights Commission, “one in five people (18%) indicated they had not been sexually harassed but then went on to report having experienced behaviours that constituted harassment according to the legal definition.”  

In Poland, a 2013 study on family violence found that while only 4% of the respondents who experienced violence were men, men tend to be more reluctant to admit they have been victims of violence. Women themselves find it difficult to report their experiences, with this study finding that the problem most often cited as the most important in combating violence is that legislation does not sufficiently protect victims, and the legal procedures are “excessively long.”  

In other cases, the police do not take the situation seriously, expect the victim to build a case herself, or—especially in cases of non-consensual pornography—blame the victim and belittle the abuse she is subjected to. In cyberstalking situations, embarrassment surrounding interactions with the stalker and the ordeal as a whole, as well as self-blame, can deter victims from
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seeking help. It should also be noted that victims of death or rape threats may be unwilling to report the crime for fear that the perpetrator may find out and harm them.

**Without significant reporting, authorities may underestimate the scale and severity of the issue.** In Italy, it was found in discussions with civil society representatives that there have been cases where authorities in Naples received funds from donors such as the EU earmarked for the protection and promotion of women’s rights, and these funds were returned or at risk of being returned, as they had not been spent. These funds could have been allocated to associations and organisations working to protect women’s rights, but unfortunately, their non-disbursement means such facilities no longer have sufficient funds to continue operating. This also took place in Bucharest, Romania, in which a key domestic violence victims’ shelter was closed after the city council withdrew its funding.

### 4.4.4 Role of the media

As stakeholders who were consulted for this study have pointed out, the media plays a significant role in both reporting gender-based cybercrimes and in some cases perpetuating outdated stereotypes about women in work, women as sex objects, the rights of LGBT+ individuals, and how people with disabilities or from ethnic minority backgrounds behave and are to be treated in society. One interviewee mentioned that violent acts against women are not isolated incidents, but rather culminations of beliefs and behaviours, and indeed these beliefs can be influenced by how the media frames violence against women. If it is portrayed positively, or encouraged, there is little incentive to avoid such behaviours. As other interviewees pointed out, news media that blames the victims of gender-based violence, both online and offline, conveys to Internet users that they are not victims if they encounter abuse online, and therefore their stories are not serious enough to report.

At the EU level, there are some provisions regarding the media’s role in prohibiting harmful content. The **EU Strategy on the Rights of the Child** “acknowledges the growing phenomenon of sharing child pornography or sexual abuse images via mobile messaging. It also calls for the blocking of websites related to sexual abuse.” Although this only covers children, it may be useful in urging media companies to prioritise protecting younger victims of gender-based cyber violence. In addition, the **Audio-visual Media Services Directive (AVMSD)** addresses hate speech and harmful content, stating that “audio visual media services must not contain incitement to violent or hatred directed against groups or a member of a group based on discrimination on grounds such as sex, race, colour, ethnic or social origin, genetic features, language, religion or belief, political or any other opinion, membership of a national minority, property, birth, disability, age, sexual orientation or nationality, in accordance with Article 21 of the **EU Charter of Fundamental Rights**.” Crucially, there is no mention of gender on this list. This Directive also addresses the role of video-sharing platforms in protecting minors from harmful, traumatising content, and preventing content containing incitement to violence or hatred from reaching the general public. It urges these
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platforms to introduce, among others, “mechanisms for users to flag non-compliant content and effective procedures for user complaints [and] providing effective media literacy measures”.

While this EU legislation is an important step towards adapting to the shifting role of online media, the legislation still lacks a critical perspective on how the news media informs and influences the public’s perceptions of their fellow citizens. EU Member States do not permit their governments to directly control the media produced within their borders and therefore implementing a law on the content aired or posted would be construed as a limit to free speech and expression. However, education and training on discerning good-quality news sources, as well as on equal rights and treatment for all genders could benefit both media figures within Member States and the general public, encouraging the cultural shift needed to reduce the prejudices that can lead to gender-based cyber violence.

4.4.5 Victims’ self-regulation of social media

According to a study on online abuse towards female bloggers in three European countries (Germany, Switzerland and the UK), the most common response among victims of cyber violence is to moderate comments. Of the 80 women reporting negative experiences online in the study, 71 reported they have opted to approve comments before they are posted online; however, the female bloggers interviewed also mentioned that such negative incidents have become ‘background noise’. In other words, they have settled for the fact that these attacks are inevitable as a public figure online. A more drastic tactic is blocking perpetrators and a Pew Research Centre study found that 55% of women did this. In an Austrian study, survey feedback and a review of other studies on the strategies women adopt to combat cyber violence revealed that 69% of those surveyed claimed that the abuse they suffered from partners had come to an end. In half of the cases, this was because of separation with action taken by the police, changing email addresses and other measures accounting for the other actions.

A more recent example of cyber violence took place in France during the 2020 COVID-19 pandemic lockdown. Shanley Clemot Maclaren noticed a surge in non-consensual online sexual abuse—nude photos of girls on social media, tagged with their names and location—during the lockdown, estimating that at least 500 fake accounts had appeared since March 2020. With the help of her friends and a lawyer, she was able to have 200 of these accounts removed. This form of violence is considered an offence in France, so the team was successful in reporting these fake accounts to the social media platforms where the photos appeared, the police, and the interior ministry.

The examples above illustrate a key issue: the onus is often on the victim to regulate the attention their profiles receive and report abusive comments. At the same time, while some automated content moderation systems have been implemented, they are so far imperfect and unable to comprehensively protect potential victims from cyber-violence. As stakeholders consulted for this report have stated, there should be a greater focus on the aggressors, the perpetrators and even casual enablers of gender-based cyber violence at all regulatory levels. This
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does not only entail prosecution and punitive measures, but also workplace guidelines on equal treatment of female employees and managers; education for backend developers and content strategists at social media platforms on how to recognise and remove violent activity, and punish the users responsible; state- and local-level support for mental health services and strengthening counselling services in schools to empathetically address problematic, harmful behaviours at an early age; and consultations with media organisations to not air or fund programmes that condone violence against women both on and offline, in order to minimise the public’s exposure and acceptance of this sort of behaviour. Treating the matter as an infringement of fundamental rights that must be prevented, rather than something to be defended against on the individual level, can alleviate the burden on victims and demonstrate support for the abuse they face online.

4.5 Conclusions – Legal frameworks

The existing legal and policy measures provide most Member States with a framework to combat some forms of gender-based cyber violence. However, there are significant differences between the Member States due to the lack of a common legal definition.

In relation to the international legal framework, the Member States that have ratified the Istanbul, Budapest, and Lanzarote Conventions offer better protection compared with the Member States that have not ratified the Council of Europe’s instruments (Istanbul Convention, Budapest Convention and Lanzarote Conventions). These Conventions on Violence Against Women, Cybercrime and protection of children are complimentary although they are different in scope and more synergies could be made to effectively combat gender-based cyber violence.

At the EU level, there are several provisions that could be directly or indirectly applied to gender-based cyber violence and that could offer victims some protection. Moreover, the Commission has acknowledged the increasing issue with gender-based cyber violence and plans to take some actions which victims of some types of gender-based cyber violence could benefit from, such as facilitating the development of a framework for cooperation between internet platforms and other stakeholders to protect victims of cyber violence as part of the Gender Equality Strategy (2020-2025).

In addition, there are existing measures that could offer victims some protection. However, the issue has not been captured in any of the EU texts, and the lack of a legal definition and recognition of the types of gender-based cyber violence has resulted in different national approaches to regulating the issue. There are some Member States that criminalised some types of gender-based cyber violence, although a great number of countries make use of criminal law provisions that are not specific to the online environment to address the issue and that are not enough to address the problem. These deficiencies in the legal frameworks are a constraint on the capacity to address gender-based cyber violence which is almost by definition cross-border in nature. 262

262 Due to the online nature of the crimes, perpetrators do not need to be in the same place as the victim, and therefore, all gender-based cyber violence could potentially be committed from another country.
5 Possible EU intervention and policy options

This section first summarises the status quo situation, building on the problem definition (Section 3) and the analysis of the legal situation at the international, EU and national levels (Section 4). It then defines possible legislative and non-legislative EU policy options to combat gender-based cyber violence before assessing the relative merits of each policy option against a range of criteria.

On 13 February 2020, the LIBE and FEMM Committees were authorised to jointly draw up a legislative own-initiative report on Combating Gender based Violence: Cyber Violence (2020/2035(INL)). Own-legislative reports (INL) have a legal basis in Article 225 of the Treaty on the Functioning of the European Union (TFEU) which gives the right to the Parliament to make legislative requests to the European Commission. Whilst this 'indirect' initiative right does not create an obligation on the Commission to propose the legislation requested, the Commission must provide reasons for any refusal to follow a parliamentary initiative.

5.1 Rationale for EU intervention

This section summarises the status quo against which the policy options will be assessed. It presents an overview of the existing situation with regard to the prevalence, impacts and the legal and practical challenges posed by gender-based cyber violence, before discussing how the situation could develop in future.

5.1.1 Scale and prevalence of the problem

As detailed in Section 3, quantitative data is only available on the prevalence of certain forms of gender-based cyber violence, namely cyber harassment and cyber stalking. The analysis of the prevalence also suggests that the data on cyber harassment and cyber stalking are closely linked to data on internet access, internet access via a mobile phone, age, prevalence of physical violence and prevalence of psychological violence. Younger age groups are more likely to be victims of these two forms of gender-based cyber violence than older age groups.

Considering prevalence of physical and psychological violence, higher levels of cyber harassment and cyber stalking were reported in countries with higher levels of physical and psychological violence. Although there are data limitations to be considered, this illustrates the existence of the continuum of online and offline violence gender-based violence that needs to be considered within the context of gender-based cyber violence, as described in Section 2.

For internet access, when considering data from the same year (2012), the analysis illustrates that instances of these forms of cyber violence are higher in countries with higher rates of internet access. To provide an indicative illustration of how these prevalence rates for cyber harassment and cyber stalking might have developed since 2012, we now present a simple projection of the scale of the phenomenon in 2019, based on the most recent data on internet use.

Given internet access and internet usage has increased in all EU Member States since 2012, a continuation of this relationship would result in an increase over the period 2012-2019 in instances of gender-based cyber violence. For household internet access, the EU27 plus UK average increased from 76% in 2012 to 90% in 2019. Considering individuals that have used the
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263 Considering experiences of cyber harassment since the age of 15, the percentage of victims ranged from 5% in Romania to 18% in Sweden with an average across the EU27 plus the UK of 11%. The figures for cyber stalking are lower, with an EU27 plus UK average of 5% and ranging from 2% in Bulgaria and Spain to 13% in Sweden. However, these data have a range of limitations, detailed in Section 3, including the fact that they are only available for one year, 2012.
internet within the last 3 months, the EU27 plus UK average rose from 73% in 2012 to 87% in 2019. With internet access and internet usage across the EU set to continue increasing, it is highly likely that the prevalence of gender-based cyber violence will also keep increasing in the coming years.

The figures below illustrate the potential rates of cyber harassment and cyber stalking in 2019 on the basis of the data on internet access and prevalence from 2012. Assuming the rates of cyber harassment and cyber stalking experienced by women since the age of 15 have increased proportionally to internet access, we have used 2019 data on internet access to estimate 2019 rates per Member State for these two forms of gender-based cyber violence. There are limitations to this assumption. Considering cyber stalking, smaller increases of between 0.5 and 1.9 percentage points were projected in 25 Member States and the UK for the period 2012-2019. Three Member States (DK, LU, NL) – those with the highest levels of internet access in 2012 – were projected to have experienced increases in cyber stalking of 0.2-0.3 percentage points. The EU27 plus UK average increased by 0.9 percentage points to 6% of women who have experienced cyber stalking since the age of 15.

Figure 5.1: Rates of cyber harassment: 2012 data vs. 2019 estimations

Source: Author’s calculations on the basis of data on cyber harassment from ‘European Agency for Fundamental Rights (2014). Violence against women: an EU-wide survey’; and data on internet access from Eurostat (ISOC_CI_IN_H).

264 For each Member State, the proportional increase in internet access between 2012 and 2019 was calculated by dividing the 2012 rate of internet access by the 2019 rate. This proportional increase rate was then applied to the 2012 rates of cyber harassment and cyber stalking to determine the 2019 rates. For Austria, for example, the 2012 rate of internet access (79.0 %) was divided by the 2019 rate (90 %) to calculate the proportional rate of increase (87.8 %). The 2012 figure on cyber harassment (8.0 %) is then divided by the proportional rate of increase to calculate the 2019 figure (9.1 %).

265 Although the two datasets from 2012 are positively correlated, the nature of gender-based cyber violence has developed in the intervening years. However, if the relationship between the two variables has remained the same, cyber harassment would have increased in 22 Member States and the UK by 1-4 percentage points between 2012 and 2019. In the remaining five Member States (DK, LU, MT, NL, SE), which generally had high levels of internet access in 2012, cyber harassment increased by less than 1 percentage point (ranging from 0.3 to 0.9 pp). The EU27 plus UK average increased by 1.9 percentage points to 13% of women who have experienced cyber harassment since the age of 15.
Beyond the EU level data on cyber harassment and cyber stalking, some national level data exists on the extent of the problem of gender-based cyber violence; however, it is not comparable across the EU. Furthermore, these national level data often only cover certain aspects of the phenomenon. For instance, a study in Spain examined the scale of cyber violence against young people, finding that 53.7% of minors report having suffered social cyber-attacks (for example, sexual harassment or continuous control within a couple etc.). The relevance of these data is reduced by the fact that they focus on social cyber-attacks generally (i.e. without a gender dimension) and only cover minors.

Although a comprehensive quantitative assessment of the scale of the phenomenon is not possible, the qualitative data collected and reviewed for this study characterise gender-based cyber violence and its many forms as a common and growing phenomenon.

Our research suggests that gender-based cyber violence is a phenomenon that can have significant negative impacts on victims, businesses and other stakeholders, as well as society as a whole. Specifically, as discussed in depth in Section 3, these negative impacts occur at the societal and individual level and can be social or economic in nature. Social impacts can include invasions of privacy, damage to personal relationships and self-censorship, as well as withdrawal from society and reduced participation in the online environment, democratic life and the labour market, which can bring wider societal challenges related to gender equality in these areas.

Within this context, there are specific impacts on the human and fundamental rights of victims of gender-based cyber violence, as enshrined in the Charter of Fundamental Rights of the European Union and the European Convention on Human Rights (ECHR). Among others, these include negative impacts on the right to respect for private and family life, the right to freedom of expression, the right to an effective remedy and the prohibition of discrimination. Economic impacts include reduced or altered participation in the labour market, costs incurred by victims, including legal fees, online protection services and healthcare services.

Furthermore, secondary impacts are experienced by journalists reporting on cases of gender-based cyber violence and human content moderators who are exposed to violent conduct posted online. As the prevalence of the phenomenon increases, so will the scale of the impacts.
5.1.2 Existing measures to combat the problem

A range of legal and policy instruments exist at the international and EU levels. However, there is no common definition of gender-based cyber violence and these international and EU approaches mostly provide indirect coverage of elements of the phenomenon. The Istanbul Convention could provide significant coverage, but its application to the online environment is currently unclear and it is yet to be ratified by the EU and its Member States. The research undertaken by us on the scale and pace of national level engagement with the topic, including the extent of criminalisation of forms of cyber violence, suggests that the lack of a harmonised definition of (gender-based) cyber violence at the EU level results in different national level approaches to tackling this issue.266

Beyond legislation, a range of different types of initiative exist to combat gender-based cyber violence. These initiatives include campaigns by EU level actors, such as Europol, national level victim support and safeguarding initiatives and the implementation of content moderation systems by online platforms. However, considering the existing legal and policy frameworks and other initiatives, a number of key challenges remain at the national level. In addition to the lack of a harmonised definition, these challenges include under-reporting, limited public and law enforcement awareness and understanding of the phenomenon, insufficient victim support and safeguarding services and investigative challenges facing law enforcement agencies and the judiciary.

Considering the future development of initiatives to combat gender-based cyber violence in the absence of EU action, there is a clear intensification of debate and discussion on the topic ongoing in many Member States. As such, differing Member State approaches will continue in the coming years in the absence of EU level action. This will likely result in different and possibly increasingly divergent legal and policy approaches to combating gender-based cyber violence, including differences in the legal coverage of different forms of gender-based cyber violence and the inclusion of the gender and cyber dimensions in legal and policy approaches.

These legislative differences could be further exacerbated by challenges related to the standing and ratification of the Istanbul Convention by certain Member States. For instance, Poland has announced its rejection of the Istanbul Convention and has been campaigning with other EU Member States, such as Slovakia, Croatia, Slovenia and Czechia, to replace it with alternative legislation. The majority of EU Member States, however, have ratified the Convention and the European Commission considers ratification of the Istanbul Convention by the EU to be part of the baseline. Furthermore, the Council of Europe considers that, although not explicitly stated in the text, the Istanbul Convention is applicable to online forms of violence against women. An explanatory memorandum on this point is being prepared in 2020-2021 by the Group of Experts on Action against Violence against Women and Domestic Violence (GREVIO). Nevertheless, the European Commission, as part of the Gender Equality Strategy 2015-2020, is planning the EU's accession to the Istanbul Convention or alternative legislative measures that achieve the same objective.

In summary, the prevalence and scale of gender-based cyber violence are likely to increase in a scenario of no action at the EU level. Member States will likely take action, but it will probably create a patchwork of legislation across the EU that differs with respect to key elements, such as the
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266 Only one of the Member States covered by this study (Romania) provides a general legal definition related to the issue of gender-based cyber violence. Seven Member States (Belgium, Czechia, France, Germany, Italy, the Netherlands and Spain) have criminalised certain forms of gender-based cyber violence, mostly focusing on non-consensual pornography. The remaining four Member States (Finland, Lithuania, Poland and Sweden) have no legal recognition of gender-based cyber violence, instead relying on existing criminal law provisions that do not specifically relate to the online environment or reflect the gender dimension of the issue.
definition of gender-based cyber violence and its many forms as crimes. The key impacts of these developments will be legal in nature; namely, there will be differences in what acts of gender-based cyber violence are considered to be crimes across the Member States and this will result in challenges related to the investigation of these crimes cross-border. Given that gender-based cyber violence is a largely cross-border activity, the fragmented Member State approaches to it will undermine the effectiveness of initiatives to combat the phenomenon.

In particular, there is likely to be a reduced capacity across the EU to protect victims of gender-based cyber violence through prevention, prosecution and other support measures. Coupled with the increasing trend in the prevalence of gender-based cyber violence, this will lead to an increase in the negative impacts associated with gender-based cyber violence.

5.2 Gap analysis and priority areas for EU intervention

This section identifies and presents further detail on the gaps and shortcomings in the status quo that are hindering the fight against gender-based cyber violence and its many forms. These are summarised in the below table.

Table 5.1: Overview of gaps to tackling gender-based cyber violence

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Type of challenge</th>
<th>Impacts</th>
<th>Relevant stakeholders</th>
</tr>
</thead>
</table>
| Lack of a harmonised legal definition of gender-based cyber violence       | Legal Policy      | • Divergent legal and policy approaches to tackling gender-based cyber violence and its many forms across the Member States.  
• Lack of basis for cross-border cooperation on gender-based cyber violence.  
• Lack of gender and intersectional perspective in existing legislation.  
• Lack of ‘cyber’ perspective in existing legislation. | EU institutions  
Member State authorities  
Victims of gender-based cyber violence                                       |
| Lack of awareness of gender-based cyber violence across all stakeholder groups | Policy            | • Low prosecution levels for online violence.  
• Victims in general lack awareness of their rights and the services available to them. | Population as a whole  
Victims of gender-based cyber violence  
Public authorities (EU & Member State)  
Law enforcement                                                              |
| Under-reporting of gender-based cyber violence                            | Policy            | • Systematic under-reporting from victims to law enforcement.  
• Low prosecution levels for online                                         | Victims of gender-based cyber violence  
Law enforcement                                                               |

### Challenge: Victim support and safeguarding challenges

<table>
<thead>
<tr>
<th>Type of challenge</th>
<th>Impacts</th>
<th>Relevant stakeholders</th>
</tr>
</thead>
</table>
| Policy Financial  | • Inadequate victim support, considering response and referral by law enforcement.  
• Regional co-funding structures impact sustainability of victim support services.  
• Victim support services generally are under-funded. | Victims of gender-based cyber violence  
Providers of victim support services  
Law enforcement |

### Challenge: Limited research and knowledge on various aspects of the phenomenon

| Research | • Limited quantitative data and research on the scale and prevalence of the issue.  
• Limited quantitative data on the social and economic impacts of gender-based cyber violence on victims and other stakeholders.  
• Limited EU-wide research on the legal approaches to the issue. | EU institutions & relevant agencies (EIGE, FRA, Europol, Eurojust, ENISA)  
Member State authorities  
Academic and research institutions |

### Challenge: Investigative challenges, including difficulties accessing evidence and working cross-border.

| Legal Technical | • Low prosecution levels for online violence.  
• Difficulties accessing evidence. | Victims & perpetrators of gender-based cyber violence  
Law enforcement  
Tech companies |

### 5.2.1 Lack of a harmonised definition

Although gender-based cyber violence has been acknowledged by the EU, UN and by several European and national institutions, it has not been addressed in an EU legal instrument. The lack of EU legislation addressing gender-based cyber violence has resulted in a great divergence in how the Member States regulate this issue. Some Member States use the criminal provisions that are not specific to the online sphere to tackle the issue. This lack of a ‘cyber’ perspective in existing legislation does not adequately address the issue since it does not foresee situations that can only occur online.

On the other hand, some Member States have specific provisions of cyber violence but lack a gender perspective. This does not effectively tackle the issue either. As argued throughout the report, women are disproportionally affected by cyber violence and gender is often the ground for
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it, i.e. women and girls could suffer some types of gender-based cyber violence for their gender or for other grounds such as age, sex, origin, sexuality etc. To effectively combat gender-based cyber violence, it would be necessary not only to take a gender perspective but an **intersectional perspective** so it can offer adequate protection to all victims.

Moreover, the **few Member States that combine a ‘cyber’ perspective and a ‘gender’ perspective, namely Romania and France**, their provisions do not clearly encompass all aspects and types of gender-based cyber violence. Romania defines “cybernetic violence” but this falls under the umbrella of “domestic violence”. Therefore, although the provision is a good example of gender based cyber violence and it protects women from various types of gender-based cyber violence it is only applicable if the perpetrator is or has been the partner of the victim, leaving out of scope the cases where the perpetrator is anonymous or a known person to the victim but with whom the victim does not have a relationship that could fall under the category of domestic violence.

Therefore, the **diversity in the national legal approaches could pose a challenge when tackling the issue unless a harmonised definition and remedies are provided.** If EU actions are adopted without providing a common definition, the extent to which Member States combat and prevent gender-based cyber violence will differ significantly, leaving victims of gender-based cyber violence completely unprotected in some Member States. The need to tackle gender-based cyber violence in a more harmonised way for Member State could be even more justified due to the cross-border nature of cyber violence. Crimes committed online have the potential to be committed from another country, therefore a common approach is crucial.

**5.2.2 Lack of awareness**

Member State stakeholders have highlighted a general lack of awareness among all actors of gender-based cyber violence, from public authorities and law enforcement to the population as a whole. **Low awareness of the forms and prevalence of gender-based cyber violence is especially concerning among law enforcement and victims themselves.** This is in part grounded in one of the key perpetuators of gender-based violence overall: outdated gender stereotypes regarding women’s and other marginalised groups’ participation in both work and public discourse. Such stereotypes were reflected upon in Section 3.3, as well as in Section 4.4.4. With little knowledge or appreciation of the true nature of the problem, victims face many obstacles in obtaining support, reporting the crimes, being taken seriously, and recovering from the incident, as detailed below. Moreover, as mentioned in Section 4.1, although gender-based cyber violence infringes upon many victims’ fundamental rights, and causes a plethora of personal, social and economic problems, victims are unaware of their rights and the services they are entitled to make use of in these cases, such as legal advice.275

While there are organisations attempting to emphasise this issue and educate law enforcement, educational institutions, social media platforms, aggressors and the general public on how to handle the issue, their work can only extend so far. For example, YouTube has established a female creator residency programme in France, where aspiring creators receive training, public speaking workshops, and education on how to handle the manifold barriers they face in establishing a presence online.276 Conversely, as mentioned in Section 4.4.3, Naples’ local authority received funds
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for the protection and promotion of women’s rights but had to return these funds because they had not been spent.\textsuperscript{277}

This poses a great challenge to developing policies on this issue, from updated criminal offences to preventative measures. Encouraging law enforcement and other actors to understand gender-based cyber violence, take it seriously, and act to mitigate it requires education and training on the local level, as well as in a variety of workplaces and industries. To accomplish this, the need for funds and development of such programmes must be recognised. Increasing awareness of this issue in government and the relevant ministries can inspire the adoption of the policy options proposed in this report; nationwide publicity campaigns for both condemning violence, advising victims on where to turn, and encouraging women to pursue high-powered careers or start their own businesses; and establish a culture of condemning and prosecuting gender-based cyber violence.

### 5.2.3 Under-reporting

Both stakeholders and the literature consulted have stressed how widespread underreporting of these crimes hinders adequately addressing gender-based cyber violence. Without an accurate view of the prevalence of the problem, and its many forms, the gravity of the problem is consistently underestimated.\textsuperscript{278}

As noted in Section 3.1., there are several issues which contribute to under-reporting. Evidence cited indicates that shame from being a victim can prevent women from disclosing their experience.\textsuperscript{279} Furthermore, in certain countries, cultural norms mean some women are embarrassed to talk about sexual violence generally or see incidents they have experienced as private matters. Cultural norms also mean women may have a narrower definition of what can be considered sexual violence, and in this case, what can be considered cyber-harassment, cyberstalking or other forms of gender-based cyber violence. Consequently, these women are less likely to report incidents in a survey and less likely to report their experiences to law enforcement, the latter affecting reporting in official crime statistics.\textsuperscript{280}

Further contributing to low reporting to law enforcement is the tendency for victims to believe their experiences will not be taken seriously. This can be caused, \textit{inter alia}, by negative experiences with law enforcement, or hearing about the difficulties other victims faced. The fact that law enforcement often does not have the tools or training to properly handle such cases can worsen these problems. In some cases, victims would prefer to avoid exacerbating feelings of disempowerment and self-blame.\textsuperscript{281} Coupled with a barrage of cyber violence arising when a victim publicly speaks out against gender-based violence, the various forms of cyber violence, and related issues, reporting gender-based cyber violence remains a difficult, complex process with little transparency, follow-up, or action.

An additional factor is the absence of a legal definition covering gender-based cyber violence. This leads to incidents not being possible to investigate and prosecute, and therefore not included in
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\textsuperscript{278} Andersson, F., Hedqvist, K. N., and Shannon, D. (2015). Threats and violations reported to the police via individuals via the internet. NCCP.


\textsuperscript{280} FRA. (2014). Violence against women: an EU-wide survey.

crime statistics. The research in Section 4.4.3 highlights a number of cases in which victims do report to social media platforms or law enforcement, only a small percentage are pursued, and victims often do not receive follow-up information as to why.\(^\text{282}\)

Under-reporting poses a significant challenge to policymakers both at the national and EU level. **Without accurate data, it is difficult to comprehend the severity of the issue, which forms of gender-based cyber violence are most prevalent in a given Member State, and therefore what legislation would best address, and work to reduce the prevalence of this issue.**

5.2.4 Victim support and safeguards

Member State stakeholders highlighted significant challenges related to **the lack of support services and safeguarding measures for victims of gender-based cyber violence, including financial challenges.** For instance, GREVIO highlighted the following related concerns in its Baseline Evaluation Report on the implementation of the Istanbul Convention in the Netherlands:\(^\text{283}\)

- Professionals, including victim support, healthcare and law enforcement professionals, do not have sufficient knowledge to identify and tackle newer forms of sexual harassment. In particular, this includes non-consensual pornography.
- Victim blaming regularly occurs for a number of reasons, including misunderstanding the link between online and offline violence, and discounting or minimising the harms related to violence against women.
- Victims still retain the onus for dealing with cyber violence and finding support.

Furthermore, research on the transposition and implementation of the Victims’ Rights Directive (2012/29/EU) found that **victim support services across the EU remain generally under-funded** and that Member States implement inconsistent referral mechanisms.\(^\text{284,285}\) The varying approaches to criminalising gender-based cyber violence and its forms across the Member States also mean that the rights, protection and support structures afforded by the Victims’ Rights Directive are inconsistently applied to gender-based cyber violence.

Funding challenges have also been highlighted by CEDAW in the context of the implementation of the Istanbul Convention. They highlighted inadequate funding systems for victim services and the “heavy dependence of such services on regional co-funding, which has a negative effect on their long-term stability and sustainability”.\(^\text{286}\)

These support and safeguarding challenges can enhance the impacts faced by victims, as: (i) victims are not consistently referred to victim support and safeguarding services; (ii) victims often have to report their case to multiple professionals, which can cause additional distress;\(^\text{287}\) and (iii) the support services themselves cannot provide adequate and sustainable support.


5.2.5  Research on gender based cyber violence

Despite the significant individual and societal impacts, and evidence of the prevalence of gender-based cyber, there remains a **dearth of research on the scale of the problem**. Where data is available, it is often outdated or restricted in scope. The FRA data that has informed a large part of this study is the only EU wide data set available but only focuses on two forms of gender-based cyber violence and is from 2012. Other data available is country specific or focuses on particular groups (for example university students, young people). Potential issues of under-reporting in existing studies have also been raised. Furthermore, partly due to the differing extent to which forms of gender-based cyber violence can be prosecuted across member states, crime statistics are often not collected and when they are, they are incomparable.

Furthermore, while there is more research available on the health and psychological impact on the individual, there is less information on the costs of the problem to society as a whole. To date, there are no studies which quantify the economic costs of gender-based cyber violence across Europe. There are a few studies, including one by EIGE, which have sought to quantify the cost of gender-based violence, and one study by the Australia Institute which assesses the cost of cyber-harassment. Costs assessed were incurred from healthcare, reduced work productivity from the victim, and psychological and emotional impact. The lack of data on the costs incurred by society potentially has the effect of falsely limiting the perceived gravity of the problem as the true scale and impact are not fully understood.

5.2.6  Investigative challenges

Investigative challenges that are present for all types of online violence and cybercrime are also relevant with regard to gender-based cyber violence. These challenges have a number of components related to: i) law enforcement practices related to engaging with victims; ii) technical challenges related to accessing evidence in the online environment; and iii) legal challenges related to conducting investigations cross-border in the EU.

In this first instance, linked to the challenges highlighted above related to under-reporting and victim support, the actions and practices of law enforcement agencies in some instances negatively impact victims and investigations. These include issues such as victim blaming (i.e. discounting or minimising harms) and the need for victims to report their case to multiple law enforcement professionals, causing additional distress. In addition, a survey conducted by a Finnish victim support service found that authorities often consider crimes perpetrated with the help of technology as less serious than those perpetrated face-to-face. In this context, specifically considering online stalking, GREVIO encouraged “the Dutch authorities to improve and implement investigation and prosecution guidelines and to conduct specialist training on the gendered and serious nature of stalking and to ensure the application of preventive operational measures to avoid reoffending.”
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In addition, **law enforcement agencies face technical and legal barriers to conducting investigations cross-border and in the online environment**. As highlighted by Eurojust in its 2019 Annual Report, the field of cybercrime brings many distinctive challenges driven by “big differences in national legal frameworks, which have been developed with traditional crimes and with only existing technologies in mind” and difficulties accessing, collecting, decrypting and efficiently sharing electronic evidence.

Considering the cross-border challenges, although the provisions on international cooperation in the Budapest Convention should help cross-border investigations, the differences in national level legislation related to gender-based cyber violence restrict the ability of law enforcement agencies to collaborate cross-border on such investigations.

Technical challenges also exist related to accessing, collecting and decrypting electronic evidence, which is often stored in an encrypted form by private technology companies. As highlighted by Eurojust, cooperation with private sector technology companies and online platforms is vital in this regard, but no standardised rules exist at present. National level measures are being implemented to improve such cooperation and technology companies implement content moderation practices to identify and remove unwanted or illegal content.

For example, the German Network Enforcement Act (‘NetzDG’), implemented in February 2018, requires social media companies to remove unlawful content, and the Swedish Police is now cooperating with global internet companies to receive information on users for the purpose of identifying suspected criminals. However, there are still significant challenges related to content moderation practices, such as the use of overbroad tools that can be easily circumvented and the continued reliance on human moderators, who can experience significant psychological impact.

The use of encryption technologies to protect the confidentiality and integrity of private online communications also poses a challenge to investigations and in many Member States, such as Finland, it has been reported that a significant amount of work is required from victims to collect evidence of online violence.

The cumulative impacts of these investigative challenges are the low investigation rates and prosecution levels for gender-based cyber violence. For instance, a study conducted by the Association for Progressive Communications (APC) found that less than half (41%) of cases of gender-based cyber violence reported to authorities have been investigated. Furthermore, in many Member States including Finland, the Netherlands, Romania and Sweden, it has been noted that law enforcement lack the competencies to properly investigate gender-based cyber violence. This is highlighted by the rulings from key pieces of ECtHR case law. For instance, in
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300 Wijziging van het Wetboek van Strafrecht en andere wetten in verband met de modernisering van de strafbaarstelling van verschillende vormen van seksueel grensoverschrijdend gedrag (Wet seksuele misdrijven): *Memorie Van*
5.3 Legal basis for EU intervention

On the basis of the gaps, barriers and challenges highlighted above, various legislative and non-legislative policy options can be identified that could be implemented at the EU level to combat gender-based cyber violence.

In terms of the legal basis for EU legal action, the TFEU provides the EU with limited legal bases on which to legislate in the field of substantive criminal law. The TFEU, under its Chapter 4, Judicial Cooperation in Criminal Matters (Article 82 et seq.) provides competence to establish minimum rules to approximate national legislation by means of directives. Below we provide an analysis of the legal bases for the possible policy options that could be adopted.

5.3.1 Article 83 TFEU

Article 83(1) TFEU provides competence to establish minimum rules regarding the definition of criminal offence and sanctions in the areas of serious crime with a cross-border dimension. The TFEU lists the following areas where legislative action on this basis can be taken, in the form of Directives: terrorism, trafficking in human beings and sexual exploitation of women and children, illicit drug trafficking, illicit arms trafficking, money laundering, corruption, counterfeiting of means of payment, computer crime and organised crime.

On the basis of Article 83(1), the following Directives, have been adopted – Directive 2011/36/EU on preventing and combating trafficking in human beings; Directive 2011/92/EU on combating the sexual abuse and sexual exploitation of children; Directive 2013/40/EU on attacks against information systems; Directive 2014/42/EU on freezing and confiscation; Directive 2014/62/EU on the protection of the euro; Directive (EU) 2017/541 on combating terrorism and Directive (EU) 2018/1673 on combating money laundering. Article 83(1), foresees several requirements relating to the closed list of crimes, particularly serious crime, and the cross-border dimension.

<table>
<thead>
<tr>
<th>Article 83(1) Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Closed list of crimes.</strong></td>
</tr>
<tr>
<td>First, as mentioned earlier, EU intervention should be in an area provided for in the closed list of crimes foreseen in the second paragraph of Article 83(1). From this list of crimes, it could be argued that gender-based cyber violence falls under computer crime. In relation to the definition of “computer crime”, the European Commission in the 2007 Communication “Towards a general policy on the fight against cybercrime” noted that the terms “cybercrime”, “computer crime”, “computer-related crime” or “high-tech crime” are often used interchangeable.</td>
</tr>
<tr>
<td>The Commission defined cybercrime as “criminal acts committed using electronic communications networks and information systems or against such networks and systems”. It argued that cybercrime is applied to three categories of criminal activities: (i) traditional forms of crimes, such as fraud or forgery, through electronic networks; (ii) the publication of illegal content over electronic media (“i.e. child sexual abuse material or incitement to racial hatred”); and (iii) attacks against information systems, denial of service and hacking. With this definition then it is possible to argue that gender-based cyber violence is a type of computer crime. However, it would be important to note that for gender-based cyber violence, it</td>
</tr>
</tbody>
</table>
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would be advisable to equate “computer crime” to “cybercrime”; if “computer crime” is only limited to crimes committed through computers, then some types of gender-based cyber violence committed using other vias would be excluded (e.g. internet of things).

Another possibility, although less feasible, would be to give a broad interpretation of one of the other listed crime: “sexual exploitation of women and children” to include other sexual offences. However, this would leave out of scope types of gender-based cyber violence that do not have sexual connotation.

“Particularly serious crime”. There is a debate relating what should be considered “serious crime”. The Romanian Presidency of the Council of the European Union, in the “Future of EU substantive criminal law” policy debate, declared “at this point in time, there is no need to develop a common definition/understanding of certain notions, such as ‘serious crime’ and ‘minor cases’. Several Member States indicated that they should retain flexibility concerning the application of these notions. According to those Member States, the approach followed until now, whereby serious crime could be defined, where necessary, by using different criteria for a specific legislative instrument, should continue to be applied.” The EU Strategy on victim’s rights classified cybercrime as a serious crime stating that “Cybercrime may include serious crimes against persons such as online sexual offences (including against children), identity theft, online hate crime and crimes against property”.

Cross-border dimension. Due to the online nature of gender-based cyber violence this requirement should not pose any major difficulties since all cybercrimes have the potential to be transnational. As noted in the Communication from the Commission, cybercrimes “may be committed on a mass-scale and with a great geographical distance between the criminal act and its effects”. In its 2019 annual report, Eurojust suggested that judicial cooperation in the field of cybercrime faced many distinct challenges, mostly stemming from the inherent borderless nature of this criminal phenomenon and the significant legislative differences existing on national level.

Article 83(2) TFEU provides competence to establish minimum rules with regard to the definition of criminal offences and sanctions where the approximation of criminal laws and regulations of the Member States proves essential to ensure the effective implementation of an EU policy in an area which has been subject to harmonisation measures. On this basis, the Directive 2014/57/EU on criminal sanctions for market abuse and the Directive (EU) 2017/1371 on the fight against fraud to the Union’s financial interests have been adopted.

For Article 83(2) it would be necessary to argue that gender-based cyber violence has been subject to harmonisation measures through the EU existing legislation framework (reviewed in Section 4). Although these Directives are often indirectly applied to the issue. The truth is that there is not an agreement on what the ‘harmonisation requirement’ should entail. For some authors it does not need to be a ‘full harmonization’ therefore any degree of harmonization would fulfil the requirement and it would be possible to argue that gender-based cyber violence has been subject to harmonisation measures.

---

Article 83 TFEU therefore provides two legal bases to legislate in the field of substantive criminal law. In relation to gender-based cyber violence, it would be necessary to prove that gender-based cyber violence falls into the areas listed in Article 83(1), or that it is an area which has been subject to harmonisation measures. There would be a third option within article 83 which is applying the ‘pasarelle clause’ to include gender-based violence as a crime listed in Article 83(1). This would also be supported by Article 19 TFEU “the Council … may take appropriate action to combat discrimination based on sex, racial or ethnic origin, religion or belief, disability, age or sexual orientation”. However, to include gender-based violence as list of crimes under Article 83(1) would imply a unanimous Council decision and has already been asked by the Parliament in 2014.309 Using these legal bases, there is an opportunity to develop a general Directive on gender-based cyber violence.

Moreover, an important challenge to face if the EU criminalises gender-based cyber violence is the right to objection or ‘emergency brake’ that each Member State has. If a Member State considers that the draft directive “would affect fundamental aspects of its criminal justice system” then it has the right to suspend the legislative procedure.310

5.3.2 Article 84 TFEU

Moreover, Article 84 TFEU provides for the possibility to establish measures to promote and support the action of EU Member States in the field of crime prevention but excluding any harmonisation of the laws and regulations of the Member States.311 Article 84 TFEU does not provide competence to establish a common legal definition and a definition of the typology of gender-based cyber violence. Measures on the basis of Article 84 will not mandate Member States to transpose a common legal definition into their national legal frameworks, but it could allow the adoption of a legislation, a programme or a resolution that include activities contributing to preventing gender-based cyber violence. With the basis of Article 84, legal action could be taken to adopt measures to prevent gender-based cyber violence, these measures could range from exchanging information across Member States, educational activities to raise awareness, social services to victims or funding an EU programme that include several activities.

In addition, Article 84, together with Article 82(2), could be the legal bases for a Council Decision signing the Istanbul Convention since the ‘predominant purpose’ of the Convention is to prevent crime and protect victims. Selecting these bases would enable the EU to ‘exercise its competences over the entirety of the Convention’.312 However, there is some debate on the possible legal bases for the EU to ratify the Istanbul Convention. Some authors suggest that other articles such as Article 19 and 168 TFEU should also be considered.313

---
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311 Request for authorization to draw up a joint initiative report under rule 58 of the Rules of Procedure, joint letter from the Chair of the FEMM and LIBE Committees to the Chair of the Conference of Committee Chairs of 17/01/2020, D(2019)36297.
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5.3.3 Additional possibilities for a legal basis

Additional possibilities could be found beyond Chapter 4 of the TFEU. Article 8 TFEU, for instance, establishes that the EU shall aim to eliminate inequalities, and to promote equality, between men and women in all its activities. In the 19. Declaration on Article 8 of the Treaty on the Functioning of the European Union, the conference agrees that “in its general efforts to eliminate inequalities between women and men, the Union will aim in its different policies to combat all kinds of domestic violence. The Member States should take all necessary measures to prevent and punish these criminal acts and to support and protect the victims.” On the other hand, Article 67(3) TFEU states that “The Union shall endeavour to ensure a high level of security through measures to prevent and combat crime, racism and xenophobia, and through measures for coordination and cooperation between police and judicial authorities and other competent authorities, as well as through the mutual recognition of judgments in criminal matters and, if necessary, through the approximation of criminal laws.”

If the 19. Declaration on Article 8 TFEU means that Article 8 does not only contain elimination of general inequalities, but specifically also prevention and punishment of criminal acts and to support and protect victims, then this is applicable in all its activities including “crime” under Article 67(3) TFEU.

5.4 Legislative policy options

Based on the above analysis of the gaps and possible legal bases for EU intervention, this section presents details on possible EU legislative policy options. The following four policy options are examined:

- Policy option 1: EU accession to the Istanbul Convention or the development of similar EU legislation.
- Policy option 2: Develop a general EU Directive on (gender-based) cyber violence.
- Policy option 3: Develop EU legislation on the prevention of gender-based cyber violence.
- Policy option 4: Strengthen the existing legal framework.

For each policy option, we present details on the nature, rationale and possible impacts, linking back to the above discussion on gaps, before providing a table assessing each policy option against a set of criteria. For each criterion, the policy options are assessed against the following scoring system: 0 = no impact; + to +++ = varying degrees of impact, from + = low impact to +++ = high impact.

5.4.1 Policy option 1: EU Accession to the Istanbul Convention and/or develop similar EU legislation

The Commission declared its intentions to ratify the Istanbul Convention in October 2015 when it issued a roadmap for the EU to ratify the Istanbul Convention. To date, the Commission has maintained its commitment to EU accession to the Convention; however, there is uncertainty whether this will be possible since there has been debate on the ratification of the Istanbul Convention by the EU. There have been some concerns about the compatibility of the accession to the Istanbul Convention and the Treaties of the European Union and the choice of the legal basis to ratify it. The European Parliament in 2019, adopted a resolution seeking an opinion to the Court of Justice of the European Union (CJEU) on this regard.

Given the concerns on the EU’s competence to ratify the Istanbul Convention, the Commission is considering issuing a legislative proposal on preventing and combatting gender-based violence and domestic violence\(^\text{314}\) with measures similar to the Istanbul Convention so it fulfils the same objectives (and maintaining its commitment to ratify the Istanbul Convention). The legal bases

---

for this new legislation on preventing and combatting gender-based cyber violence would be similar to the EU accession to the Istanbul Convention and therefore it would be linked to the CJEU’s decision.

The ratification of the Istanbul Convention by the EU and/or a new EU legislation on gender-based violence and domestic violence, would add value since there is a lack of legislation combatting gender-based violence despite the physical, psychological, sexual, and economic harm it causes and the human rights violations. Most Member States have gender-neutral legislation to tackle violence, with some exceptions such as France, Spain, and Romania that recognise gender-based violence. Therefore, it would provide a framework to combat this important issue.

As has been highlighted in the report, the Istanbul Convention provides the Member States with a useful legal framework to combat gender-based cyber violence despite that it does not explicitly mention the cyber dimension of the violence. Therefore, although gender-based violence would be effectively addressed, the way to combat cyber violence would be indirect. Moreover, the Convention does not oblige countries to transpose the provisions but to ensure that the conducts are reflected in their criminal offences. The new EU legislation, on the other hand, could explicitly mention and define gender-based cyber violence and its types.

This policy option would provide a comprehensive framework to prevent gender-based violence and domestic violence, strengthen the protection of victims and witnesses from further violence, enhance victim support services and punish offenders. If the new EU legislation address gender-based cyber violence it would provide victims with the appropriate protection both online and offline.

Therefore, it would have a very positive impacts on victims of cyber-violence. This policy option would impact positively on the society, especially on women’s and girls’ health, safety and wellbeing. For the Member States, it would bring both positive and negative impacts, it would add clarity to the Member States on the role of their national authorities to prevent and combat gender-based violence and domestic violence but it would also add some administrative burdens and budgetary consequences for the competent authorities (judicial, social, health, education and law enforcement authorities). The impact would be higher for those Member States that have not ratified the Istanbul Convention.

Table 5.6: Assessment of policy option 1: EU Accession to the Istanbul Convention and/or develop similar legislation

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder impacts</strong></td>
<td>Positive impacts on victims and perpetrators of gender-based cyber violence and very positive impact if the new EU legislation includes cyber violence. Positive impact on the working practices of law enforcement and other professionals working with victims.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Impacts on fundamental rights</strong></td>
<td>Very positive impact on the respect for fundamental rights, apart from guaranteeing a protection of the fundamental rights linked to cyber violence such as the prohibition of inhuman treatment, the right to respect for private and family life or right to freedom of expression it would also contribute to respect other important fundamental rights such as the right to life.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>This policy option can bring social and economic benefits by gaining greater participation of women and girls online and avoiding discrimination. It can also bring individual</td>
<td>+++</td>
</tr>
</tbody>
</table>
### Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>What benefits are associated with the implementation of the policy option</td>
<td>benefits to the victims who would be better protected, and to the responsible authorities, which could work with a clear framework.</td>
<td></td>
</tr>
<tr>
<td>Costs</td>
<td>The implementation of this policy option would bring financial costs associated with the implementation.</td>
<td>+++</td>
</tr>
<tr>
<td>Risk of non-implementation</td>
<td>Risks of non-implementation include continuing impacts to fundamental rights and physical, psychological, sexual, and economic impacts on victims.</td>
<td>+++</td>
</tr>
<tr>
<td>Relevance</td>
<td>Relevant, given the lack of gender-based legislation although the Istanbul Convention does not explicit mention cyber violence. The new EU legislation would need to make reference to cyber-violence and its types.</td>
<td>+++</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>This policy option would be very effective in combating gender-based violence. Although the Istanbul Convention does not make explicit reference to cyber violence it would provide victims with the appropriate protection both online and offline.</td>
<td>+++</td>
</tr>
<tr>
<td>Efficiency</td>
<td>This policy option would be efficient in combating and preventing gender-based violence although perhaps not that efficient in combating cyber violence.</td>
<td>++</td>
</tr>
<tr>
<td>Coherence</td>
<td>Very coherent. Builds on existing EU strategies.</td>
<td>+++</td>
</tr>
<tr>
<td>Subsidiarity, proportionality &amp; necessity</td>
<td>This policy option would allow the EU and its Member States to prevent and combat violence against women and domestic violence in an effective way. Given the situation in the Member States that have ratified the Convention it appears that the objectives are not sufficiently achieved by the Member States alone and that EU action is needed.</td>
<td>+++</td>
</tr>
<tr>
<td>European added value</td>
<td>Significant value to the EU to combat gender-based violence but indirect approach to combat cyber violence if there is not explicit reference to it.</td>
<td>++</td>
</tr>
<tr>
<td>Feasibility</td>
<td>This policy option is feasible. Although there is a risk of opposition, given some Member States have campaigned against the use of the term ‘gender’ and six Member States are yet to ratify the Istanbul Convention.</td>
<td>+</td>
</tr>
</tbody>
</table>
5.4.2 Policy option 2: Develop a general EU Directive on (gender-based) cyber violence

Relying on Article 83(1) TFEU, there is scope to develop a general directive on (gender-based) cyber violence (as part of computer crime) that establishes minimum rules regarding the definition of criminal offences and sanctions. The directive could be either a general directive on cyber violence in which explicit reference is made to gender-based cyber violence i.e., stressing that cyber violence can be an expression of gender-based violence; or more specifically, a directive on gender-based cyber violence. Both ways will serve its purpose, it would permit the introduction of a harmonised definition of gender-based cyber violence at the EU level.

As the European Parliament noted, “A first step towards the recognition of the phenomenon could be to develop harmonised legal definitions of cyber violence against women”315. The definition of gender-based cyber violence would need to take not only a gender perspective that would include violence against women and girls online, but also an intersectional perspective that explores the interactions of gender with other factors such as race, religion, sexual orientation and age. This would ensure that harmonised legal definitions cover as many victims as possible, which would be particularly important with some types of cyber violence (for example, in the case of revenge porn the age of the victim could result in child pornography).

Moreover, as explained in the legal basis section, the concept of cyber violence should not be limited to the use of computer systems, but should remain broad, thereby covering the use of ICT to cause, facilitate or threaten violence against individuals. This definition of gender-based cyber violence and its types should ideally be developed in conjunction with agencies such as EIGE, Europol, Eurojust, FRA and ENISA, and include the numerous types of gender-based cyber violence in both their definitions of threats and any analyses of the topic.

The development of a new directive on the matter would also aim to tackle an important shortcoming in existing legal frameworks that relates to the cross-border dimension of gender-based cyber violence. As has been noted earlier, due to the nature of the internet, perpetrators of cyber violence can operate all over the world and transcend geographical boundaries. Unlike many offline crimes where the victim and perpetrator need to be in the same place for the crime to occur, the nature of cyber violence means it can easily be conducted cross-border. Therefore, the new legislation would ensure that the EU and Member States would have the capacity to conduct cross-border investigations or to share information between Member States.

This policy option makes it possible to define cyber violence as a EU crime with a common legal understanding on the definition and the criminal offences and sanctions. This means that the directive could include a general definition of gender-based cyber violence and an exhaustive definition of all the types of gender-based cyber violence offences. It can include provisions on aiding, abetting, inciting and attempt of cyber violence offences and it can provide guidance on the sanctions for natural and legal persons. Moreover, it can define the liability of legal persons.316

Therefore, it would have a great impact on Member States, since they would need to transpose into their criminal legislation cyber violence and its types. The impact would vary depending on the Member State, for instance, for those that offer protection to victims of cyber violence extending the offline crimes to the online sphere, they would need to include explicit reference to the cyber aspect in the existing crimes. In other cases, Member States would need to include a completely new crime into their framework.

---
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Therefore, **with a new Directive, using Article 83(1) TFEU as a legal basis, several gaps and barriers would be addressed.** First, the possibility to provide a harmonised definition of gender-based cyber violence and its types will end the divergences across Member States and will give them clear guidance on how to combat gender-based cyber violence. Second, all stakeholders would be better aware of gender based cyber violence. Victims would be better informed of their rights and effective remedy will be given to the issue in all Member States. Moreover, criminalising gender-based cyber violence could have a deterrent effect on perpetrators due to the fear of the sanctions or the awareness that they are committing a crime. This policy option could also impose sanctions on service providers such as social media platforms. A general Directive on the issue, therefore, could impact all stakeholders; victims, perpetrators and authorities.

Table 5.2: Assessment of policy option 2: Develop a general EU Directive on (gender-based) cyber violence

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder impacts</strong></td>
<td>The implementation of this policy option has a significantly positive impact on key stakeholders, especially regarding the individual rights perspective of victims.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Impacts on fundamental rights</strong></td>
<td>This policy option can positively impact the safeguarding of fundamental rights. Specifically, regarding the prohibition of inhuman treatment (Article 3 ECHR), the right to respect for private and family life (Article 8 ECHR), right to effective remedy (Article 13), the right to freedom of expression (Article 10) and the prohibition of discrimination if the directive is not gender-neutral and addresses the gender perspective.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>The implementation of this policy option can bring benefits to society, by gaining greater participation of women and girls online and avoiding discrimination. It can also bring individual benefits to the victims who would be better protected, and to the responsible authorities, which could work with a clear framework, especially in cross-border situations, since it would contribute to effective collaboration between the Member States.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>The implementation of this directive would imply financial costs to the responsible authorities at both the European and national level, who would need to transpose the directive into their national legislation.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Risk of non-implementati</strong>on</td>
<td>If this policy option is not implemented, gender-based cyber violence would continue to be a risk to the mental health of victims and in some cases also physical (gender-based cyber violence could be directly linked to victim’s suicides). Moreover, it could also suppose a risk to society; if gender-based cyber violence continues at the current rate, there is a risk of an unequal representation of men and women in the cyber world and ultimately in the society.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Relevance</strong></td>
<td>The implementation of this policy option would meet the objectives i.e. combatting gender-based cyber violence by providing a harmonised definition and guaranteeing an</td>
<td>++</td>
</tr>
</tbody>
</table>
Annex I: European added value assessment on Combating gender-based Cyber violence

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent is the policy option relevant to the gaps, barriers and challenges</td>
<td>equal level of protection across the Member States. It would also raise awareness, but more action would be needed in this regard.</td>
<td></td>
</tr>
<tr>
<td>Effectiveness</td>
<td>To what extent would the policy option be effective in combating the gaps, barriers and challenges</td>
<td>This policy option would be an effective tool to combat gender-based cyber violence. Although additional actions would be necessary to tackle some issues such as under-reporting or lack of awareness.</td>
</tr>
<tr>
<td>Efficiency</td>
<td>To what extent would the policy option</td>
<td>This policy option would be efficient since the benefits would far outweigh the costs.</td>
</tr>
<tr>
<td>Coherence</td>
<td>To what extent would the policy option be coherent with the existing legal framework</td>
<td>The implementation of this policy option would be relatively coherent since the introduction of a harmonised definition would complement the existing EU legal framework. However, it would reflect a different approach to the Istanbul Convention.</td>
</tr>
<tr>
<td>Subsidiarity, proportionality &amp; necessity</td>
<td>To what extent would the policy option represent necessary and proportionate EU intervention</td>
<td>To combat gender-based cyber violence effectively EU action is needed, especially considering the cross-border dimension of cyber violence.</td>
</tr>
<tr>
<td>European added value</td>
<td>What is the added value of intervention at the EU level</td>
<td>The fact that there is a lack of regulation at the national level together with the cross-border nature of gender-based cyber violence makes this policy option as needed action by the EU.</td>
</tr>
<tr>
<td>Feasibility</td>
<td>To what extent is the policy option feasible</td>
<td>This option is feasible since it aligns with the EU strategies. There is a risk that some Member States would oppose the gender-perspective, in this case, the option would still be feasible since it could be a general directive on cyber violence with specific attention to violence against women and girls.</td>
</tr>
</tbody>
</table>

5.4.3 Policy option 3: Develop legislative measures on the prevention of gender-based cyber violence

Another possibility within the introduction of new legislation would be using Article 84 TFEU as a legal basis to establish measures to promote and support the action of Member States in the field of crime prevention. With this basis, there are also two equally effective ways of introducing measures to prevent gender based cyber violence, either an EU initiative on gender-based violence with explicit reference to cyber violence, or, more specifically, on gender-based cyber violence. In both ways however, it would not provide a harmonised legal definition for the EU and Member States.

Article 84 TFEU does not provide competence to establish a common legal and binding definition and a definition of the typology of gender-based cyber violence. A Directive on the basis of Article 84 will not mandate Member States to transpose a common legal definition into their national legal frameworks and it will not have any impact in their criminal legislation since it will not impose an obligation to harmonise criminal offences and sanctions but it could allow the adoption
of a legislation, a programme or a resolution that include activities contributing to preventing gender-based cyber violence.

With the basis of Article 84, legal action could be taken to adopt measures to prevent gender-based cyber violence, these measures could range from exchanging information across Member States, educational activities to raise awareness, social services to victims or funding an EU programme that include several activities. These activities could entail any action undertaken by the actors that are likely to play a preventive role in combatting gender-based cyber violence, such as law enforcement agencies, the judicial system, education systems, social services, civil society organisation, the private sector etc.

It is important to note that these measures under this policy option could be soft law measures. Actions that could help to prevent gender-based cyber violence include facilitating EU and national level awareness-raising, conduct research on gender-based cyber violence, and expanding the existing EU collaboration with tech companies (see non-legislative options for more information on each measure). Therefore, it could be more feasible that these actions are taken as soft law measures.

However, if a general directive on (gender-based) cyber violence is not implemented, then it would be advisable that these measures are adopted by means of a directive since it would provide a more comprehensive framework for Member States and it would involve a more serious engagement from all stakeholders. Policy options 5, 6, 7, and 8 are example of measures that can be implemented under this policy option. These policy options and their impacts are further developed below. The following table provides an overview of the assessment of all these measures.

Table 5.3: Assessment of policy option 3: EU directive on the prevention of gender-based cyber violence

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder impacts</strong>&lt;br&gt;To what extent will the policy option positively or negatively impact relevant stakeholders</td>
<td>Positive impacts on victims of gender-based cyber violence, as well as law enforcement and other professionals working with victims. However, the lack of harmonisation limits the scale of impacts</td>
<td>++</td>
</tr>
<tr>
<td><strong>Impacts on fundamental rights</strong>&lt;br&gt;To what extent would the policy option contribute to respect for fundamental rights</td>
<td>Positive impact on the respect of fundamental rights. Limited scale of impact given the exclusion of harmonisation.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Benefits</strong>&lt;br&gt;What benefits are associated with the implementation of the policy option</td>
<td>Benefits include better collaboration with all stakeholders and increased awareness across the EU population of the scale and prevalence of the problem, the social, economic and other impacts of gender-based cyber violence.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Costs</strong>&lt;br&gt;What costs are associated with the implementation of the policy option</td>
<td>Costs could include financial costs of implementing the legislative action, funding for EU level research across all Member States, funding to support victims and financial costs associated to EU-level awareness-raising campaign.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Risk of non-implementation</strong>&lt;br&gt;What are the risks of not implementing the policy option</td>
<td>Risks of non-implementation include continuing lack of awareness amongst EU citizens and, in particular, key stakeholder groups, including victims, perpetrators and law enforcement professionals. Continued increase in gender-based cyber violence and its consequences.</td>
<td>+++</td>
</tr>
</tbody>
</table>
5.4.4 Policy option 4: Strengthen the existing legal framework

One policy option relating legislative measures could involve the applying a horizontal approach to the existing EU legal framework by either adding a gender perspective and including some forms of cyber violence to the existing directives on cybercrime and/or by extending the applicability of some EU legislation to the online sphere.

One of the main legislations that could be modified and that is more relevant and appropriate to tackle gender-based cyber violence is the Victims’ Rights Directive (Directive 2012/29/EU). This Directive could be amended in order to take into account the specific nature of gender-based cyber violence by strengthening these victim’s rights, including victim’s rights to an effective remedy in cases of cyber violence and other legal solutions. This would suppose that victims of gender-based violence could be recognised and treated with dignity by receiving appropriate support and protection when accessing the judicial system in those Member States that criminalise types of gender-based cyber violence. However, the Victims’ Right Directive protects victims of crime as defined under national laws and therefore under this policy option it would not be possible to provide a harmonised definition of gender-based cyber violence that Member States would be required to transpose.
This policy option would have a positive impact on victims who could be able to seek an appropriate remedy. It would also have a positive impact on Member States and their responsible authorities, such as law enforcement and judicial authorities since it would provide them with better guidance on how to handle incidences of gender-based cyber violence and deal with victims appropriately.

Table 5.4: Assessment of policy option 4: Strengthen the existing legal framework

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stakeholder impacts</td>
<td>Positive impacts on victims of gender-based cyber violence, as well as law enforcement and other professionals working with victims. Limited scale of impact given indirect approach.</td>
<td>+</td>
</tr>
<tr>
<td>Impacts on fundamental rights</td>
<td>Positive impact on the respect for fundamental rights due to better protection of the rights of victims of gender-based cyber violence. Limited scale of impact given indirect approach.</td>
<td>+</td>
</tr>
<tr>
<td>Benefits</td>
<td>Benefits include increased rights of victims of gender-based cyber violence.</td>
<td>+</td>
</tr>
<tr>
<td>Costs</td>
<td>Costs include revising the existing EU legal framework and the possible costs associated to the transposition of the directives and regulations into the national legislation</td>
<td>+++</td>
</tr>
<tr>
<td>Risk of non-implementation</td>
<td>Risks of non-implementation include continuing lack of awareness amongst EU citizens of their rights</td>
<td>++</td>
</tr>
<tr>
<td>Relevance</td>
<td>This policy option would be relevant for offering a better protection of victims of cyber violence</td>
<td>++</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>Positive effect on victims although not very effective in raising awareness</td>
<td>+</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Efficient in providing protection to victims of gender-based cyber violence but there would also be costs associated with the implementation of this policy option</td>
<td>+</td>
</tr>
<tr>
<td>Coherence</td>
<td>This policy option is coherence since it aligns with the Victims’ Rights Strategy</td>
<td>++</td>
</tr>
<tr>
<td>Subsidiarity, proportionality and necessity</td>
<td>Given the lack of appropriate implementation of the Victims’ Rights Directive by some Member States this option could be justified although additional action from Member States to recognise the issue and to guarantee rights of victims of gender-based cyber violence would be needed.</td>
<td>+</td>
</tr>
<tr>
<td>Criteria</td>
<td>Assessment</td>
<td>Score</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>European added value</td>
<td>To strengthen the EU legal framework would add value to the current legal and policy framework</td>
<td>+</td>
</tr>
<tr>
<td>Feasibility</td>
<td>This policy option is feasible although it might require the revision of more than one directive or regulations and Member States could be against of the implications it might have in their national legislation</td>
<td>++</td>
</tr>
</tbody>
</table>

5.5 Non-legislative policy options

Based on the analysis of the gaps and challenges in section 5.2, this section presents details on possible EU non-legislative policy options. The following four policy options are examined:

- Policy option 5: Facilitate EU and national level awareness raising.
- Policy option 6: Support national level victim support and safeguarding services.
- Policy option 7: Conduct research on gender-based cyber violence.
- Policy option 8: Expand the existing EU collaboration with tech companies on illegal hate speech.

As described in the introduction to section 5.4, we present details on the rationale for, as well as the nature and possible impacts of each policy option before assessing and scoring them against a set of criteria.

5.5.1 Policy option 5: Facilitate EU and national level awareness raising

In its work on gender-based violence, the European Commission notes that “awareness-raising is key to spreading the clear message of zero tolerance of all forms of violence against women and girls”\(^{317}\), as well as for providing information on victims’ rights and available support services. In addition, the UN Broadband Commission Working Group on Gender noted, in its report on Combatting Online Violence Against Women & Girls, that preventative measures to drive public sensitisation are key to changing social attitudes and influencing the way gender-based cyber violence is understood and treated.\(^{318}\)

Currently, the European Commission supports awareness raising on gender-based violence by:\(^{319}\)

- Funding the communication activities on violence against women implemented by national ministries.
- Supporting violence against women prevention efforts by grassroots organisations.
- Organising information exchanges on violence against women between NGOs and national governments.

Funding is provided in response to calls for proposals and tenders under the Rights, Equality and Citizenship (REC) Programme – focused on combating violence against women – and the Justice Programme – focused on the correct implementation of protection orders. However, the total financial support provided to combat gender-based violence through these programmes, as well as the types of support provided, is not clear. Following the evaluation of both programmes in 2021, these data should be available. In addition, on the cybercrime side, Europol have implemented a


small number of specific campaigns with relevance for gender-based cyber violence. However, these focus on minors, driven by the EU’s strong legal framework on child sexual abuse.

Considering planned initiatives at the EU level, the EU Gender Equality Strategy 2020-2025[^320] and the EU Strategy on victims’ rights (2020-2025)[^321] were both published in 2020. The Gender equality strategy commits the EU to funding awareness-raising campaigns related to tackling abuse and violence against women with health problems or disabilities, as well as raising awareness of the EU and international rules on combating violence and harassment in the world of work. The Strategy on victims’ rights states that “raising awareness about victims’ rights is an indispensable element of creating a safer environment for victims”[^322] and commits the Commission to launching an EU awareness campaign on victims’ rights that has a specific focus on victims with specific needs, such as victims of gender-based violence. In addition, the Commission will integrate victims’ rights measures into EU funding programmes on security, health and education and calls on Member States to implement national awareness campaigns. However, none of these planned awareness-raising measures consider both the online and gender dimensions.

Given the increasing prevalence of gender-based cyber violence, and its unique characteristics, the EU could implement and fund specific awareness raising campaigns on the forms of online perpetration of violence against women and the means by which victims can seek remedy and support. Such campaigns could add value across the Member States through EU level awareness raising initiatives, given the cross-border nature of online crimes, or greater funding for national level awareness raising initiatives.

At the EU level, such a campaign could be coordinated by the European Commission or Europol and could complement the planned initiatives mentioned above. At the national level, financial support could be provided through specific calls for proposals under relevant funding programmes. This could be incorporated as part of the proposals for: (i) a Regulation establishing the Justice Programme, which aims to bring together elements of the REC Programme, the Justice Programme and others;[^323] and (ii) a Regulation establishing the Rights and Values Programme, which aims to bring together elements of the REC Programme and the Europe for Citizens Programme.[^324]

Such measures would increase awareness of the nature of gender-based cyber violence, as well as the mechanisms for remedy and support, primarily amongst victims, perpetrators and law enforcement professionals. Secondary positive impacts resulting from this increased awareness could include a greater focus on and improved ability and capacity of law enforcement professionals to handle incidences of gender-based cyber violence and deal with victims appropriately. In addition, victims would have greater knowledge of support mechanisms and options for seeking remedy in response to gender-based cyber violence. In turn, these impacts could improve reporting, investigation rates and prosecution levels for gender-based cyber violence.

## Table 5-5: Assessment of policy option 5: Facilitate EU and national level awareness raising

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder impacts</strong></td>
<td>Positive impacts on victims and perpetrators of gender-based cyber violence, as well as law enforcement and other professionals working with victims. Limited scale of impact given indirect approach.</td>
<td>+</td>
</tr>
<tr>
<td><strong>Impacts on fundamental rights</strong></td>
<td>Positive impact on the respect for fundamental rights due to increased awareness of how gender-based cyber violence impacts these rights. Limited scale of impact given indirect approach.</td>
<td>+</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Benefits include increased awareness across the EU population of the nature and impacts of gender-based cyber violence.</td>
<td>+</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Costs include funding for EU-level awareness-raising campaign, financial support to national level stakeholders and costs of developing the Justice Programme.</td>
<td>+</td>
</tr>
<tr>
<td><strong>Risk of non-implementation</strong></td>
<td>Risks of non-implementation include continuing lack of awareness amongst EU citizens and, in particular, key stakeholder groups, including victims, perpetrators and law enforcement professionals. Continued increase in gender-based cyber violence and its consequences.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Relevance</strong></td>
<td>Very relevant, given the challenges related to lack of awareness of the nature of gender-based cyber violence, the rights of and services available to victims.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td>Limited direct effect given the indirect impact of the activities. Positive effect on general population.</td>
<td>+</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>Although the direct effect would be limited, costs of implementation would also be limited.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Coherence</strong></td>
<td>Very coherent. Builds on existing EU activities (REC and Justice Programme) to tackle specific new challenges.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Subsidiarity, proportionality &amp; necessity</strong></td>
<td>Cross-border nature means EU intervention can achieve more than national level intervention alone. If implemented alongside a legislative criminal justice intervention, the necessity of such a complementary policy option would increase given the need to raise awareness on EU level legislation.</td>
<td>++</td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>Cross-border nature of gender-based cyber violence means EU level awareness raising will add significant value.</td>
<td>+</td>
</tr>
</tbody>
</table>
### Policy option 6: Provide support to national level victim support and safeguarding

A key challenge facing the organisations trying to combat gender-based cyber violence and its impacts is **the lack of sufficient national level victim support and safeguarding activities**. As highlighted above, these challenges are both practical and financial.

To address these challenges, this policy option would provide sustainable funds to:

- Support the development and provision of training for law enforcement and professionals working with victims of gender-based cyber violence. Such training should focus on understanding the rights of victims, the impacts of such cyber violence on victims, the links with offline gender-based violence, the support options available to victims and gender sensitivity.
- Alternatively, if the legal definition of cyber violence or certain forms was harmonised, the European Union Agency for Law Enforcement Training (CEPOL) could develop an EU-wide training programme for law enforcement professionals covering these aspects.
- Support the provision of national level victim support services.

As for the national level awareness raising initiatives described above, this financial support could be awarded on the basis of a specific call under the Justice Programme 2021-2027. Given the specific challenges related to the sustainability of victim services as a result of existing funding structures (i.e. reliance on regional co-funding), these funds should be allocated in a more sustainable manner.

This policy option could be implemented in close support of policy option 3, strengthening the existing EU legal framework including the Victims’ Rights Directive.

Providing training to law enforcement and professionals working with these victims would improve their ability to handle such cases and provide other victims with more confidence to report their experiences and seek assistance. As noted above, due to unfamiliarity with handling cases of gender-based cyber violence victim blaming often occurs. Such training could therefore have the effect of reducing the shame that some victims experience because of gender-based cyber violence. Where training increases the ability of law enforcement to investigate and close cases, this can reduce the victims’ feelings of vulnerability and stress.

In addition, direct financial support for national level victim support services could lead to greater awareness of the prevalence and impacts of gender-based cyber violence, as well as more direct support for victims of gender-based cyber violence. Such support can help tackle the wide range of negative and significant impacts that result from gender-based cyber violence, including, for example, psychological impacts on victims, or the need for legal advice.
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Table 5-6: Assessment of policy option 6: Provide support to national level victim support and safeguarding activities

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder impacts</strong>&lt;br&gt;To what extent will the policy option positively or negatively impact relevant stakeholders**</td>
<td>Positive impact on the experiences of victims of gender-based cyber violence. Positive impacts on the working practices of law enforcement and other professionals working with victims.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Impacts on fundamental rights</strong>&lt;br&gt;To what extent would the policy option contribute to respect for fundamental rights</td>
<td>Positive impact on the respect for fundamental rights due to increased effectiveness of measures to support victims.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Benefits</strong>&lt;br&gt;What benefits are associated with the implementation of the policy option</td>
<td>Benefits include improved safeguarding of and support for victims of gender-based cyber violence, as well as an improved ability of law enforcement to understand and investigate such crimes.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Costs</strong>&lt;br&gt;What costs are associated with the implementation of the policy option</td>
<td>Costs include EU funding for national-level training programmes and victim support services, as well as costs of developing the Justice Programme.</td>
<td>+</td>
</tr>
<tr>
<td><strong>Risk of non-implementation</strong>&lt;br&gt;What are the risks of not implementing the policy option</td>
<td>Risks of non-implementation include continuing lack of support for and safeguarding of victims of gender-based cyber violence, as well as poor investigative capacities of law enforcement personnel. Continued increase in gender-based cyber violence and its consequences.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Relevance</strong>&lt;br&gt;To what extent is the policy option relevant to the gaps, barriers and challenges</td>
<td>Very relevant, given the challenges related to lack of sufficiently skilled and funded victim services.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Effectiveness</strong>&lt;br&gt;To what extent would the policy option be effective in combating the gaps, barriers and challenges</td>
<td>Limited effect on preventing gender-based cyber violence. Positive effect of reducing impacts on victims and greater investigative capacities.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Efficiency</strong>&lt;br&gt;To what extent would the costs of the policy option be proportionate to the benefits</td>
<td>Costs of implementation would be limited to direct funding through the Justice Programme or other funding structure.</td>
<td>++</td>
</tr>
<tr>
<td><strong>Coherence</strong>&lt;br&gt;To what extent would the policy option be coherent with the existing legal framework</td>
<td>Very coherent. Builds on existing EU activities (REC and Justice Programme) to tackle specific new challenges.</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Subsidiarity, proportionality &amp; necessity</strong>&lt;br&gt;To what extent would the policy option represent necessary and proportionate EU intervention</td>
<td>Cross-border nature of gender-based cyber violence and national funding challenges mean EU intervention can be more effective than national level activities. If implemented alongside legislative intervention, the necessity of this policy option would increase, given its complementary nature and the need to implement new rules.</td>
<td>++</td>
</tr>
<tr>
<td>Criteria</td>
<td>Assessment</td>
<td>Score</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>European added value</td>
<td>Although national-level initiatives are ongoing, specific financial support adds value.</td>
<td>+</td>
</tr>
<tr>
<td>Feasibility</td>
<td>Very feasible. Support for activities related to violence against women already strongly supported.</td>
<td>+++</td>
</tr>
</tbody>
</table>

### 5.5.3 Policy option 7: Conduct research on gender-based cyber violence

As evidence throughout this report, international, EU and national level literature and research on gender-based violence are limited:

- **EU level:** The primary data source at the EU level is the 2014 FRA report. However, this is outdated and has not been built on in the years since. EIGE has engaged with the cyber aspect of gender-based violence, but only to a small extent.
- **International level:** Research has focused on violence against women, with the cyber dimension mentioned only tangentially.
- **National level:** Research on gender-based cyber violence has been conducted in all Member States examined; however, in most instances, this research is restricted in scope, only focusing on certain types of gender-based cyber violence or certain age groups (e.g. minors or young people).

To fully understand the challenges posed by gender-based cyber violence and how to combat this phenomenon, research on the following issues is needed:

- Scale and prevalence of gender-based cyber violence across all EU Member States.
- Social, economic and other impacts of gender-based cyber violence across all EU Member States.
- Legal and policy approaches to gender-based cyber violence being implemented across all EU Member States.

These three research elements could be tackled separately or together and should build on the research presented in this study. In all instances, the research should examine the implications for all stakeholder types. The research could also cover the situation in select third countries as well as in the EU.

This research should also complement ongoing initiatives, including the EU-wide survey on the prevalence of gender-based violence being conducted by Eurostat. This survey will collect figures starting from 2020. Results from the survey are expected in 2023. EIGE will gather updated data on intimate partner violence, rape and femicide in 2022. It is unclear in both cases whether the data gathered will include gender-based cyber violence.

Such research could be conducted by the EU institutions and its agencies, using existing research as a basis. For instance, the European Commission’s DG Justice and Consumers would be well placed to assess the legal and policy approaches, whereas EIGE (in collaboration with other agencies, such as FRA, Europol and Eurojust) may be better placed to assess the scale and prevalence of gender-based cyber violence and its impacts. In addition, to support an ongoing understanding of the situation, this exercise could establish a basis for the regular collection of quantitative data on key gender-based cyber violence indicators across the EU.

---
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Tasking agencies such as EIGE, FRA, EUROPOL, EUROJUST to collect data and information on this problem would help inform the policymaking of institutions like DG Justice and Consumers on an issue that has not been tackled properly in many Member States, and for which there is a lack of research. Additionally, gathering data on a regular basis would allow for knowledge to keep up with the constant evolution in tools and technologies that can be used to perpetrate cyber-violence. The information gathered can also inform the training of police forces to better deal with the problem. Tasking DG Justice with research and assessing legal and policy approaches would also help with encouraging and steering harmonisation of legislation covering a form of violence that can be perpetrated across borders and for which there is disparity across Member States in how much it is covered by law.

Research on the individual, social and economic impacts can have positive indirect impacts. The better-informed policy making on tackling the issue can reduce these costs by reducing the scale of the problem. Research into the individual impacts can inform authorities on how to alleviate the psychological impacts felt by victims. Considering economic impacts, research highlighting the scale and nature of cyber-bullying can inform improved Human Resources policies to reduce the severity of the problem. Successful reduction of these harms would reduce the associated economic costs.

Table 5-7: Assessment of policy option 7: Conduct research on gender-based cyber violence

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder impacts</strong></td>
<td>No direct impact on victims, perpetrators or professionals. Positive impact on the ability of policy-makers to understand the problem.</td>
<td>+</td>
</tr>
<tr>
<td>To what extent will the policy option positively or negatively impact relevant stakeholders</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Impacts on fundamental rights</strong></td>
<td>No direct impact on respect for fundamental rights. Positive impact on the ability of policy-makers to understand the problem.</td>
<td>+</td>
</tr>
<tr>
<td>To what extent would the policy option contribute to respect for fundamental rights</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Benefits include improved understanding of the nature, scale, impacts and approaches of Member States to gender-based cyber violence.</td>
<td>+</td>
</tr>
<tr>
<td>What benefits are associated with the implementation of the policy option</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Costs include the cost of conducting one-off research on these issues and ongoing quantitative data collection.</td>
<td>+</td>
</tr>
<tr>
<td>What costs are associated with the implementation of the policy option</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk of non-implementation</strong></td>
<td>Risks of non-implementation include continuing lack of understanding of the issue and ineffective policy response.</td>
<td>+</td>
</tr>
<tr>
<td>What are the risks of not implementing the policy option</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relevance</strong></td>
<td>Very relevant, given the challenges related to lack of knowledge and understanding of many aspects of gender-based cyber violence.</td>
<td>+++</td>
</tr>
<tr>
<td>To what extent is the policy option relevant to the gaps, barriers and challenges</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td>Limited effect on preventing gender-based cyber violence. Positive effect of understanding of policy-makers and other stakeholders, and an enabler of more effective policy responses.</td>
<td>+</td>
</tr>
<tr>
<td>To what extent would the policy option be effective in combating the gaps, barriers and challenges</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Criteria</td>
<td>Assessment</td>
<td>Score</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Limited costs for the effects achieved.</td>
<td>++</td>
</tr>
<tr>
<td>Coherence</td>
<td>Very coherent. Builds on previous and ongoing EU activities to tackle specific new challenges.</td>
<td>+++</td>
</tr>
<tr>
<td>Subsidiarity, proportionality &amp; necessity</td>
<td>The need to understand the issue across the EU as a whole is clear and such action can only be taken at the EU level.</td>
<td>+++</td>
</tr>
<tr>
<td>European added value</td>
<td>Understanding and comparing the situation across the EU Member States adds value to the ability of policy-makers to develop effective policy responses.</td>
<td>+</td>
</tr>
<tr>
<td>Feasibility</td>
<td>Very feasible. Support for activities related to violence against women already strongly supported.</td>
<td>+++</td>
</tr>
</tbody>
</table>

5.5.4 Policy option 8: Expand the existing EU collaboration with tech companies on illegal hate speech

Significant challenges exist with regard to the role of social media organisations and online platforms, as they comprise the key channels on which gender-based cyber violence is perpetrated. Beyond their role in combating gender-based cyber violence, private technology companies can contribute to the investigative challenges highlighted in section 5.2.6, including challenges related to law enforcement gaining access to (often encrypted) electronic evidence stored by private technology companies.

Since May 2016, the Commission has been working with IT companies\textsuperscript{327} to tackle illegal hate speech, through the Code of Conduct on Countering Illegal Hate Speech Online.\textsuperscript{328}

Using Framework Decision 2008/913/JHA of 28 November 2008 on combating certain forms and expressions of racism and xenophobia by means of criminal law as its basis, the code of conduct covers public incitement to violence or hatred directed at a group of persons or a member of such a group, defined by reference to race, colour, religion, descent or national or ethnic origin.\textsuperscript{329} As such, this code of conduct neither extends to gender-based hate speech nor other types of gender-based cyber violence.

This collaboration has focused on monitoring the scale with which illegal hate speech is notified to IT companies and the outcome of each instance (i.e. whether the illegal content was removed or

\textsuperscript{327} The original IT companies involved were Facebook, Microsoft, Twitter and YouTube. From 2018-2020, Instagram, Snapchat, Dailymotion, Jeuxvideo.com and TikTok also joined the Code of Conduct.

\textsuperscript{328} European Commission. (2016). Code of Conduct on Countering Illegal Hate Speech Online.

\textsuperscript{329} Framework Decision 2008/913/JHA of 28 November 2008 on combating certain forms and expressions of racism and xenophobia by means of criminal law.
More specifically, this collaboration calls on IT companies to implement the following, amongst other, activities:

- "Put in place clear and effective processes to review notifications regarding illegal hate speech on their services so they can remove or disable access to such content." Such notifications will be reviewed against rules and community guidelines but also national and EU laws.
- Review and act upon the majority of notifications within 24 hours.
- Educate and raise awareness on illegal content amongst their users.
- Ensure ongoing cooperation with civil service organisations, Member States and the European Commission on various aspects.

The implementation of the Code of Conduct is evaluated through regular monitoring exercises, five of which have been conducted to date. In an information note summarising progress between 2016 and 2019, improvements of the participating IT companies in both removing content (28% in 2016 vs. 72% in 2019) and reviewing notices (40% in 2016 vs. 89% in 2019) were highlighted. Although it brings some drawbacks and risks, including a certain lack of transparency on the details of content removed and notices reviewed, the Code of Conduct has resulted in greater self-regulation and improvements on the side of the technology companies involved with regard to identifying and removing hate speech.

As noted in the EU Gender Equality Strategy 2020-2025, the Digital Services Act (DSA), proposed by the Commission in December 2020, aims to build on this work and tackle some of these challenges. More specifically, the proposed DSA imposes stricter content liability rules and obligations for online harm on social media platforms with the aim of improving prevention of online harm. These obligations could positively impact the prevention and combating of gender-based cyber violence and include establishing points of contact and legal representatives, complaint and redress mechanisms, trusted flaggers, codes of conduct, and crisis response coordination.

However, to improve understanding of the scale of gender-based cyber violence and to improve the work of online platforms in preventing and combating gender-based cyber violence, it would be beneficial to extend the scope of the Code of Conduct on Countering Illegal Hate Speech Online and the related activities to cover gender-based hate speech online and other forms of gender-based violence. This could add value in understanding the scale of the issue and driving improvements in how IT companies monitor and deal with cyber violence. This would help tackle the research and knowledge challenges highlighted above, as well as raising awareness of other forms of gender-based cyber violence amongst tech companies, which could facilitate investigative cooperation and collaboration with law enforcement agencies. It would also improve the preventative capacity of tech companies, directly reducing the incidence of gender-based cyber violence and the related negative impacts.

Table 5-8: Assessment of policy option 8: Expand the existing EU collaboration with tech companies on illegal hate speech

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stakeholder impacts</td>
<td>Positive impacts on victims of quicker (and often preemptive) removal of hate speech and other forms of gender-based cyber violence.</td>
<td>++</td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impacts on fundamental rights</strong></td>
<td>Positive reinforcement of fundamental rights of victims. Risk of hindering freedom of expression by overregulating.</td>
<td>+</td>
</tr>
<tr>
<td>To what extent would the policy option contribute to respect for fundamental rights?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Benefits include improved identification and moderation of illegal gender-based cyber violence content.</td>
<td>++</td>
</tr>
<tr>
<td>What benefits are associated with the implementation of the policy option</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td>Costs to IT companies include the development, monitoring and improvement of systems and processes for content moderation, although much of these could be characterised as business-as-usual costs. Costs to the European Commission include the cost of regular monitoring and reporting exercises.</td>
<td>+</td>
</tr>
<tr>
<td>What costs are associated with the implementation of the policy option</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk of non-implementation</strong></td>
<td>Risks of non-implementation include continued challenges related to content moderation by IT companies for gender-based cyber violence content. Continued increase in gender-based cyber violence and its consequences.</td>
<td>+</td>
</tr>
<tr>
<td>What are the risks of not implementing the policy option</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relevance</strong></td>
<td>Tackles the challenges related to lack of knowledge and understanding of gender-based cyber violence, as well as collaboration with IT companies.</td>
<td>++</td>
</tr>
<tr>
<td>To what extent is the policy option relevant to the gaps, barriers and challenges</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td>Direct positive effect on preventing gender-based cyber violence. Indirect positive effect of understanding of gender-based cyber violence.</td>
<td>++</td>
</tr>
<tr>
<td>To what extent would the policy option be effective in combating the gaps, barriers and challenges</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>Minor additional costs for the effects achieved.</td>
<td>+++</td>
</tr>
<tr>
<td>To what extent would the costs of the policy option be proportionate to the benefits</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Coherence</strong></td>
<td>Coherent. Enhances ongoing EU activities to tackle specific new challenges. Although not supported by legislation like ongoing activities.</td>
<td>+</td>
</tr>
<tr>
<td>To what extent would the policy option be coherent with the existing legal framework</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Subsidiarity, proportionality &amp; necessity</strong></td>
<td>Given the cross-border nature of the issue and the presence of technology companies across the EU as a whole, such an intervention can only be implemented at the EU level.</td>
<td>+++</td>
</tr>
<tr>
<td>To what extent would the policy option represent necessary and proportionate EU intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>European added value</strong></td>
<td>IT companies are active across the EU and would be significantly less likely to engage with similar national level initiatives in each Member State.</td>
<td>++</td>
</tr>
<tr>
<td>What is the added value of intervention at the EU level, including subsidiarity and proportionality</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Feasibility</strong></td>
<td>Feasible. Similar activities have been successful and collaboration with IT companies strongly supported.</td>
<td>+++</td>
</tr>
<tr>
<td>To what extent is the policy option feasible</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.6 Summary – Assessment of policy options

This section summarises our assessment of the strengths and weaknesses of the various policy options. We use the following scoring system to summarise our assessment of the relative merits of each policy option in relation to the different criteria: 0 = no impact; + to +++ = varying degrees of impact, from + = low impact to +++ = high impact.

As can be seen in the below table, there are significant differences in the nature and impact of the legislative and non-legislative options. For the most part, the legislative options will deliver greater benefits, including greater positive impacts and respect for fundamental rights across all stakeholder groups, as well as greater European added value. However, the legislative options also tend to bring greater costs and have greater risk of political opposition.

The non-legislative options are likely to be less costly to implement and considered to be politically easier to implement but are unlikely to deliver the same magnitude of benefits as the legislative options given their mostly indirect mechanisms of impact. This is not to say that the non-legislative options will not bring positive impacts. For instance, a strong research programme is a significant enabler of more effective policy decisions, and awareness raising activities have been described as key to tackling gender-based violence by key international and EU institutions.

Overall, this suggests that the EU approach should consist of a combination of legislative and non-legislative actions. Here, we describe the possible combinations of legislative and non-legislative policy options, highlighting any additional impacts, costs and benefits brought by the combined nature of multiple policy options.

On the legislative side, the accession of the EU and its Member States to the Istanbul Convention and / or the development of similar EU legislation (policy option 1) and the development of a general EU directive establishing minimum rules regarding the definition of criminal offences and sanctions (policy option 2) are likely to have significant levels of positive impacts. However, the broader focus of policy option 1 – covering not only gender-based cyber violence but gender-based violence more holistically – will likely be more relevant to the objectives of the EU and more coherent with existing policy and legislation than policy option 2. The discussions in this report on the definition (chapter 2) and the impacts (chapter 3) of gender-based cyber violence clearly find that the phenomenon is a continuum of offline violence in the online environment, suggesting the need for a holistic legal framework. This positive assessment of policy option 1 is tempered by possible challenges related to its feasibility, reflecting the barriers the EU has faced to date ratifying the Istanbul Convention and ongoing debates related to the possible legal basis.

Given the indirect impact of policy option 3 (develop legislative measures on the prevention of gender-based cyber violence) and policy option 4 (strengthening the existing legal framework) on the challenge of gender-based cyber violence, these could be implemented as complementary and supporting mechanisms to policy option 1 or 2. This indirect impact is reflected in the lower scores given to these policy options for the criteria on impacts, benefits and effectiveness in particular. Furthermore, policy option 3 also received relatively low scores for the subsidiarity, proportionality and necessity and the feasibility criteria, as similar measures could be implemented without the need of legislation.

On the non-legislative side, as highlighted above, the four policy options score well in relation to cost, relevance, coherence and feasibility criteria. However, given their indirect mechanisms of impact, they are likely to deliver less significant positive impacts across the EU on their own. As such, they are very much considered complementary to the more substantive legislative policy options and would in fact deliver enhanced positive impacts in combination with the legislative policy options; in particular policy options 1 and 2. For example, if implemented alongside
legislation providing a legal definition for gender-based cyber violence, policy option 5 and policy option 6 could raise awareness, provide training of law enforcement and other professionals and provide support to national victim support services with the new EU rules in mind, thereby enhancing the awareness of the new rules and enhancing their impact.

Our assessment therefore suggests that the accession of the EU to the Istanbul Convention and/or the development of similar legislation would be the most beneficial policy option for combating gender-based cyber violence. However, given the barriers the EU has faced to date ratifying the Istanbul Convention, the feasibility of the policy option is not as high as the other legislative policy options.
### Table 5.9: Summary assessment of proposed policy options

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Legal policy options</th>
<th>Non-legislative policy options</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Policy option 1</td>
<td>Policy option 2</td>
</tr>
<tr>
<td>Stakeholder impacts</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Impacts on fundamental rights</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Benefits</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Costs</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Risk of non-implementation</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Relevance</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Efficiency</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Coherence</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Subsidiarity, proportionality &amp; necessity</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>European added value</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Feasibility</td>
<td>+</td>
<td>++</td>
</tr>
</tbody>
</table>
6 Overall Conclusions

Below we provide a summary of the study’s main study findings and the conclusions with regard to policy options.

6.1 Current situation with regard to gender-based cyber violence

Gender-based cyber violence is a growing phenomenon that has significant impacts on victims, businesses and other stakeholders, and society as a whole. However, whilst there is plenty of anecdotal evidence, there is only limited quantification of the problem in terms of its prevalence. That said, in terms of prevalence, the EIGE has found that one in ten women experience cyber-harassment by the age of 15, and cyber-harassment is just one of many types of gender-based cyber violence.

Gender-based cyber violence exists as an interaction between cyber violence and gender-based violence. It can be seen as the continuation of offline gender-based violence in the online environment. As the European Commission’s Advisory Committee on Equal Opportunities for Women and Men, and others such as the UN Special Rapporteur on violence against women, have suggested cyber violence can take many different forms including hate speech, cyber harassment, cyberstalking, trafficking and sexual exploitation, sharing content without consent, hacking, identity theft, cyberbullying and doxing. Existing forms of cyber violence and gender-based cyber violence are constantly evolving and new forms are emerging. The UN Special Rapporteur on violence against women noted that new technologies “will inevitably give rise to different and new manifestations of online violence against women”333.

Another noteworthy feature is that there is a wide variety of online communication channels and means can be used to perpetrate gender-based cyber violence, including via social media, web content, discussion sites, dating websites, comment sections and gaming chat rooms. This is a key difference between online and offline gender-based violence, as the ease and scale at which many forms of gender-based cyber violence can be perpetrated is significantly greater than for offline forms of gender-based violence. There are also different types of perpetrators including relatives, acquaintances, ex or current partners, co-workers, classmates and anonymous users.

As Section 2 of the report explains, existing research suggests that the impact of cyber violence on victims includes reputational damage, mental illness, disruptions to living situations, invasions of privacy, silencing or withdrawal from the online environment, and damage to personal relationships as a by-product of being active online and reduced engagement in democratic life. In addition to the effects on individuals and more broadly the social impacts, there are also significant financial consequences of cyber violence such as healthcare costs incurred as a result of harassment, damage to career prospects, job loss and time taken off work. Indirect financial effects include the costs to law enforcement agencies and victims support organisations that deal with cases of cyber violence, as well as negative economic impacts for businesses and other organisations.

Perhaps not surprisingly, the complexity and constantly evolving nature of gender-based cyber violence means that there is currently no agreed definition of the problem.

Although definitions of gender-based cyber violence, and cyber violence more generally, have been developed, for example by the European Commission’s Advisory Committee on Equal Opportunities for Women and Men and the UN Special Rapporteur on Violence against Women, an agreed definition of gender-based cyber violence that encompasses the wide variety of forms of gender-based cyber violence and reflects the variable terminology that is used does not exist. There is, however, broad agreement between key international and EU stakeholders on the main elements of a definition, i.e. it should be broad, reflect links between offline and online violence against women, be coherent with existing definitions of cybercrime, cyber violence and gender-based violence, and consider the different components of gender-based cyber violence. The components include the different forms of gender-based cyber violence, the mechanisms through which cyber violence is perpetrated, the different types of perpetrators and the constant evolution of the online environment in which such violence takes place.

6.2 Existing legal frameworks and scope for EU intervention

Having examined the nature and extent of the problem, our report then analyses existing legislation and policies to combat gender-based cyber violence.

As Section 4 of the report argues, without a common definition, it has been left to each EU Member State to develop its own definition of cyber violence and — assuming of course that it is considered to be a crime — its own criminal justice framework to tackle the problem. Our assessment suggests that there are a wide range of approaches to dealing with gender-based cyber violence. The Member States’ laws addressing cyber violence often apply the existing framework for offline crimes to the online environment. The diversity of approaches, lack of a common definition, the fact that the problem is transnational insofar as online cyber violence is borderless, and the gaps and deficiencies in existing legislative and policy responses, taken together, suggest that there are shortcomings in the existing legal frameworks and that there is scope for EU intervention.

An assessment of the scope for EU intervention is provided in Sections 4 and 5 of the report. Although EU intervention could take the form of non-legislative measures, there is a case for a legal measure to tackle the problem of a lack of a harmonised definition of gender-based cyber violence and shortcomings in the legal basis for cross-border cooperation and information sharing to tackle the problem. The legal basis for such an intervention could be provided by Articles 83 and 84 of the TFEU.

Thus, Article 83(1) provides an opportunity for developing a general Directive on (gender-based) cyber violence if three key criteria are met. These criteria are that cyber violence should be: (i) covered by the closed list of crimes detailed in Article 83(1); (ii) considered a “particularly serious crime”; and (iii) include a cross-border dimension. In addition, Article 84 of the TFEU provides for the possibility to establish measures to promote and support the action of Member States in the field of crime prevention but excluding any harmonisation of the laws and regulations of the Member States. As such, Article 84 could be used for specific initiatives, such as initiatives to raise awareness, establish a network of specific national contact points or initiatives to improve enforcement of existing rules.

Non-legislative supporting measures of a ‘soft law’ nature at the EU level could include the steps to support and share good practices with non-governmental organisations and public authorities with regard to addressing gender-based cyber violence and encouraging social media and tech companies generally to adopt measures to more effectively tackle the problem.
6.3 Policy options

The report’s conclusion is that EU intervention is justified and that this should consist of a combination of legislative and non-legislative actions.

A total of eight legislative and non-legislative policy options are assessed in Section 5 of the report. The report’s conclusion is that EU intervention is justified and that this should consist of a combination of legislative and non-legislative actions. With regard to the legislative aspect, the options include ratifying the Istanbul Convention and/or developing similar legislation on violence against women (policy option 1); developing a general EU directive on (gender-based) cyber violence (policy option 2); developing an EU directive implementing crime prevention measures (policy option 3); and making amendments to strengthen the existing EU legal framework (policy option 4). The non-legislative options include support for awareness-raising initiatives (policy option 5), victim support and safeguarding (policy option 6), research (policy option 7) and collaboration with IT companies (policy option 8).

Overall, it is suggested that there should be EU intervention involving a combination of legislative and non-legislative actions. On the legislative side, the greatest positive impact would be achieved by the adoption of policy option 1 – ratifying the Istanbul Convention and/or developing similar legislation. Although policy option 2 would also deliver significant positive impacts, the broader scope of policy option 1, that aligns to the existing international legal framework and considers online and offline forms of gender-based violence, ensures it would be a more relevant and coherent legislative option. For greater impact, policy option 1 could be combined with the strengthening the existing legal framework through policy option 4 and all non-legislative supporting measures, as described by policy options 5 to 8. These non-legislative options would be efficient to implement and could enhance the impacts of the legislative policy options.
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## Annex A: List of interviews

<table>
<thead>
<tr>
<th>Organisation</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institute for the Equality of Women and Men</td>
<td>BE</td>
</tr>
<tr>
<td>Journalist</td>
<td>BE</td>
</tr>
<tr>
<td>KV Partners</td>
<td>CZ</td>
</tr>
<tr>
<td>University of Granada</td>
<td>ES</td>
</tr>
<tr>
<td>DG JUST</td>
<td>EU</td>
</tr>
<tr>
<td>EIGE</td>
<td>EU</td>
</tr>
<tr>
<td>Fundamental Rights Agency (FRA)</td>
<td>EU</td>
</tr>
<tr>
<td>Fundamental Rights Agency (FRA)</td>
<td>EU</td>
</tr>
<tr>
<td>Finnish Institute for Health and Welfare / Lawyer</td>
<td>FI</td>
</tr>
<tr>
<td>Ministry of Justice</td>
<td>FI</td>
</tr>
<tr>
<td>Naisten Linja (Women’s Line)</td>
<td>FI</td>
</tr>
<tr>
<td>University of Turku</td>
<td>FI</td>
</tr>
<tr>
<td>Bogaziçi University/ Institute on Gender Equality and Women’s History</td>
<td>International</td>
</tr>
<tr>
<td>Council of Europe</td>
<td>International</td>
</tr>
<tr>
<td>World Wide Web Foundation</td>
<td>International</td>
</tr>
<tr>
<td>Government of Lithuania</td>
<td>LT</td>
</tr>
<tr>
<td>Safer Internet Hotline (By the Communications Regulatory Authority)</td>
<td>LT</td>
</tr>
<tr>
<td>Netherlands Institute for Human Rights</td>
<td>NL</td>
</tr>
<tr>
<td>TNO</td>
<td>NL</td>
</tr>
<tr>
<td>Universiteit van Amsterdam</td>
<td>NL</td>
</tr>
<tr>
<td>Trilateral Research (formerly Helsinki Foundation)</td>
<td>PL</td>
</tr>
<tr>
<td>Filip &amp; Company</td>
<td>RO</td>
</tr>
<tr>
<td>National Agency for Equal Opportunities (ANES)</td>
<td>RO</td>
</tr>
<tr>
<td>Swedish Gender Equality Agency</td>
<td>SE</td>
</tr>
</tbody>
</table>
Annex B: Interview guide

(1) Extent of the problem
- How is gender-based cyber violence defined in your country and what are the most common forms of gender-based cyber violence?
- In your country, what are the most serious social and economic impacts of gender-based cyber violence? Please distinguish between:
  - Social impacts on individuals (e.g. personal, psychological, health, social development, etc).
  - Impacts on society in general (e.g. fundamental rights, digital and social exclusion, etc)
  - Financial impacts (e.g. loss of earnings to women and their families, etc).
- To what extent and how does gender-based cyber violence impact businesses, national authorities, and other stakeholders, from both a social and economic perspective?
- Overall, how serious is the problem (and is there statistical information on its prevalence and effects)?

(2) Existing legal frameworks and policies
- What legislation (if any) exists to help combat gender-based cyber violence in your country?
- To what extent has existing international, EU and national legislation been implemented that directly or indirectly tackles gender based cyber violence?
- Within the overall legislative framework, what sort of measures have been or are being implemented to tackle the issue of gender based cyber violence? How effective are these measures?

(3) Scope for EU intervention
- What gaps and shortcomings in the approach being adopted in your country to tackling gender-based cyber violence?
- To what extent and how could intervention at the EU level add most value in supporting efforts at a national level to combat gender-based cyber violence?
- How can any EU intervention add most value to the legislative and non-legislative interventions currently being implemented at the international level?
- To what extent would new EU legislative (e.g. under Art. 83 or 84) or non-legislative action be helpful? What form should any new EU initiative take and what should be the priorities?
Annex C: Country factsheets

Belgium

Definition of gender-based cyber violence

There is no legal definition of gender-based cyber violence in Belgium. The Institute for the Equality of Women and Men, an autonomous federal institution responsible for guaranteeing and promoting gender equality and to combat any form of gender-based discrimination and inequality, often refer to definitions proposed by other organisations or institutions such as the EU.

In 2018, the House of Representatives of Belgium presented a proposition of resolution on gender-based cyberviolence. In it they noted that the prefix ‘cyber’ refers to the various ways the internet and social media can quickly worsen, exacerbate and spread the violence and suffering of the victim. New technologies enabling online communication are facilitating violence (sexual violence and other types of violence) both online and offline. They also allow perpetrators of human trafficking and other forms of exploitation to have easier access to victims and potential clients. The Association for the Progress of communications (L’Association pour le progrès des communications)³³⁴ distinguishes five criteria that facilitate online violence:

- Anonymity: the perpetrator can be unknown to the victim and remain so;
- Automation: with the help of new technologies, committing an act of violence is easier and requires less ‘work’ and these acts can be committed at a much higher tempo;
- Action at a distance: acts of violence can be committed from anywhere in the world, in other words, without the perpetrator having to be in physical proximity to the victim;
- Accessibility: thanks to new online possibilities, platforms and technologies, perpetrators can commit acts of violence in a simple and low-intensity way;
- Infinity and Persistence: Violence in cyberspace can occur at any time, can continue uninterrupted, and be diffused indefinitely. The internet records everything and makes it visible to everyone. In addition, the internet never forgets, so violence can continue to exist indefinitely and spread throughout cyberspace.

Although Belgium currently does not have an official definition of gender-based cyber violence, it does count with some legal definitions of some types of gender-based cyber violence, such as non-consensual pornography, cyberstalking or voyeurism.

Estimates of the scale of the problem of gender-based cyberviolence

There is data available but only with a limited scope in topic and territory. For instance, the French Community conducted a quantitative and qualitative study on the problem of violence in romantic relationships, the consumption of pornography and cyber-violence of a sexist and sexual nature among young people (12-21 years), led by the University of Liège.³³⁵ According to this study, 16.6% of young people are victims of sexual violence. Social networks and new technologies are sometimes the support of this sexual violence. In fact, 17% of young people are victims of sexual cyberviolence.

Legal framework and policy approach to gender-based cyber violence

Harassment by means of communication is covered by the Electronic Communications Act of 13 June 2005. Section 145-3bis of the Act addresses three separate incriminations: the use of an electronic communications network or service or other electronic means of communication in order to annoy its correspondent or cause damage; any person who installs any device intended to commit the offence of ‘telephone’ harassment may also be punished; attempted ‘telephone’ harassment is also punishable.

³³⁵ http://www.pyscrim.ulg.ac.be/recherches_cours.html
With regard to online harassment of minors, ‘cyberpredation’ was inserted into the Penal Code in 2014 to punish persons who communicate online with a minor or person they believe to be a minor with the aim of later facilitating a crime or misdemeanor against them and lying about their identity, age and quality or concealing them; insist on discretion in their exchanges; offer or project a gift or advantage; another manoeuvre (Article 377ter). In addition, the Penal Code (Article 377quater) punishes adults who, through information and communication technologies, offer a minor under the age of sixteen a meeting (grooming).

The offence of voyeurism has also been inserted into the Penal Code (Article 371/1) in order to punish direct espionage or by using a technical or other means of a person who is naked or naked, or engaging in an explicit sexual act while in circumstances where he or she can reasonably consider that his privacy will not be infringed. The making of films or photos of a person, also without his consent or without his knowledge, in the same circumstances, is also covered. The visual recording is in fact a photographic recording, filmed, video or other, made by any means. The audio recording is also covered. In both cases, the victim had to be in a place where she could reasonably feel that her privacy and/or sexual integrity was protected and that she could strip. The fact that a recording of that person is shown, made accessible or broadcast without his consent, even if the person filmed or photographed or who has been made audio recordings consented to the making of the recording, is also incriminated.

There is also the criminal offence of possession, dissemination, sale and production of child pornography (Articles 383bis-383bis/1 of the Penal Code)

Finally, there is Article 442bis of the Penal Code, which criminalizes harassment (generally, online or not), and Article 442ter, which provides for an aggravating circumstance where the motives of the offence are hatred, contempt or hostility towards a person, especially because of his or her gender. In this case, the minimum sentence under section 442bis can be doubled.

Institutional framework and role played by national authorities

In 2014, Belgium adopted the Sexism Act to combat catcalling and other forms of sexism in the public space (the internet is considered a public space). This law has unfortunately not been very effective. It is difficult to prove the sexist act as there are often no witnesses, there is little ambition to prosecute as the prosecutor is understaffed and has chosen other priorities and when the sexist act is written, it has to be judged by a jury instead of a professional judge according to Article 150 of the Belgian Constitution, which never happens.

On the 4th of May 2020, Belgium adopted the Non-consensual pornography Act in which it aggravated the penalties, imposed on obligation for social media to collaborate, adopted faster procedures to obtain court orders to remove images and made the Institute responsible for supporting the victims.

There is also a collaboration between designated people from the police and the prosecutor and the Belgian equality bodies to cooperate in the field of hate crimes and discrimination crimes, which could include hate speech and all other crimes for which there is an aggravated penalty. Thus, although not written specifically for cyber violence, it will often apply.

Sources used to prepare the factsheet

Czech Republic

**Definition of gender-based cyber violence**

Gender-based cyber violence is not legally defined in Czech law. As highlighted below, there are limited explicit mentions of forms of cyber violence or ICT-facilitated crime in the Czech Criminal Code and none of these explicitly mention the gender dimension of such crimes.

However, a range of provisions in the Czech criminal code originally intended for the perpetration of crimes offline are relevant in the online environment. Considering the various forms of cyber violence, these provisions are relevant to: cyberstalking and cyber harassment, non-consensual pornography and sexual abuse, sexual coercion and extortion, hate speech and doxing.

**Estimates of the scale of the problem of gender-based cyber violence**

Although limited data exists on the scale of the problem of gender-based cyber violence, there are a small number of studies that have researched certain elements of the issue, noting the following:

- A Czech NGO, Gender Studies o.p.s, has conducted research on cyber violence in Czechia, noting that half of the people engaged through their ‘Staying Safe Online: Gender and Safety on the Internet’ programme had experienced some form of cyber violence. 336
- A survey on cyberbullying in teens – conducted for Vodafone by YouGov – noted that 8% of Czech teen respondents had experienced cyberbullying (joint lowest percentage) and 55% had heard of others being cyberbullied (second lowest percentage). These figures place Czechia at the lower end of the 11 countries surveyed with regard to cyberbullying experiences. 337

The Czech Statistical Office has published gender-based data in 2019, including a focus on justice and crime data. However, there is no specific analysis of gender-based violence or cyber violence. 338

**Legal framework and policy approach to gender-based cyber violence**

Czech law provides protection against a range of forms of cyber violence through both criminal and civil law. There are a range of legal provisions relating to cyberbullying, cyberstalking or other forms of cyberviolence. However, the majority of these provisions make no mention of the online environment and none of these provisions make explicit mention of the gender dimension of cyber violence. 339 340

More specifically, within the Criminal Code, a number of provisions originally targeted at crimes perpetrated offline are relevant to the online environment, including:

- **Trafficking in Human Beings** (Section 168) – maximum sentence of ten years’ imprisonment;
- **Extortion** (Section 175) – maximum sentence of four years’ imprisonment;
- **Infringement of Rights of Another** (Section 181) – this section covers non-consensual pornography offences and brings a maximum sentence of up to two years’ imprisonment. An example of such a case is detailed later in this section.
- **Breach of Secrecy of Correspondence** (Section 182) and **Confidentiality of Files and other Private Documents** (Section 183) – maximum sentence of two years’ imprisonment;
- **Sexual Abuse of a child** (Section 187) – maximum sentence of eight years’ imprisonment;
- **Production and other Disposal with Child Pornography** (Section 192) relates to production, distribution, handling and access to child pornography – maximum sentence of three years’

imprisonment; contains specific provisions on perpetrating defamation via publicly accessible computer networks (paragraph 4 b).

- **Dissemination of pornography** (Section 191) contains specific provisions on perpetrating defamation via publicly accessible computer networks (paragraph 3 b).

- **Abuse of a Child for Production of Pornography** (Section 193) – sentence of one to five years' imprisonment;

- **Establishment of Unauthorised Contacts with a Child** (Section 193b) – maximum sentence of two years' imprisonment;

- **Endangering a Child's Care** (Section 201) – maximum sentence of two years' imprisonment;

- **Fraud** (Section 209) – maximum sentence of two years' imprisonment;

- **Dangerous Threatening** (Section 353) relates to threats of violence that 'raise a reasonable fear' and brings a maximum sentence of up to one year imprisonment.

Although these provisions do not make specific mention of the online environment, they also do not specifically exclude the offline environment and are therefore considered relevant. However, certain criteria, such as the need to 'raise a reasonable fear' stipulated in Section 353 on Dangerous Threatening, may be harder to argue in relation to online crimes.

In addition, certain legal provisions within the Czech Criminal Code make specific mention to cyber-violence or ICT-facilitation of violence, including:

- **Defamation** (Section 184) contains specific provisions on perpetrating defamation via publicly accessible computer networks. This is considered an aggravating factor by Czech law and brings a maximum sentence of two years' imprisonment.

- **Dangerous Pursuing** (Section 354) contains specific provisions on cyberstalking / cyber harassment. For persistent contact by means of electronic communications that is capable of raising reasonable fear for life or health, an offender can be sentenced to prohibition of activity or up to one year imprisonment.

- **Establishment, Support and Promotion of Movements Aimed at Suppression of Human Rights and Freedoms** (Section 403) aims to tackle movements that suppress human rights or proclaim hatred against specific groups of people. Although gender is not specifically noted, paragraph (1) of the section includes a general criterion ('hatred against another group of people'), which could be used in a gender context. The second paragraph recognises the amplification of such hate speech by using publicly accessible computer networks, which brings an aggravated sentence of up to ten years' imprisonment.

- **Incitement to hatred against a group of persons or restriction of their rights and freedoms** (Section 356 paragraph 3 a). Although gender is not specifically noted, paragraph (1) of the section includes a general criterion ('hatred against another group of people'), which could be used in a gender context.

A milder form of misconduct may be considered as a misdemeanour (Section 7 – Offenses against civil cohabitation, Act No. 251/2016)

Person who considers that his / her personality rights have been violated may claim protection against such interference in civil proceedings, as well as compensation for non-pecuniary damage.

A notable case is that of former footballer Tomas Řepka and his partner Kateřina Kristelová. Mr Řepka was found guilty of advertising sexual services on an erotic website in the name of his ex-wife, including her actual phone number. Under Section 181, Mr Řepka was originally sentenced to six months' imprisonment, reduced to 300 hours of community service by the Court of Appeal, for the crime of damage to the rights of another person, and Ms Kristelová was fined CZK 50,000.341

Although the legal framework covers a range of relevant crimes, a 2016 report by the Council of Europe's Committee on the Elimination of Discrimination against Women noted a range of concerns in relation to the Czech approach to tackling violence against women, including: i) a lack of gender sensitivity training within capacity-building exercises for police and professionals working with victims of gender-based
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violence; ii) inadequate funding system for victim services; and iii) heavy dependence on regional co-funding by such services, which impacts their sustainability.342

These findings have been further recognised in the Czech Government Strategy for Equality of Women and Men in the Czech Republic for 2014-2020343 and supported by findings of Gender Studies o.p.s, which noted that there is insufficient professional assistance and support for victims of cyber violence344. Notably, the abovementioned Czech strategy makes no mention of online forms of violence against women.

### Institutional framework and role played by national authorities

The issue of gender equality is within the remit of the Prime Minister and the Czech government maintains a Department of Gender Equality, which holds primary responsibility for coordinating activities in the field of gender mainstreaming. The Ministry of Justice holds responsibility for justice elements and the Government Commissioner for Human Rights

Furthermore, law enforcement agencies have the power to investigate and prosecute the offences described above and also have an obligation to inform the victim of their rights, as detailed in the Act on Victims of Crime, and provide them with the full opportunity to exercise those rights.

A range of NGOs also deal with various aspects of gender-based cyber violence, including Persefona, proFem, ARCIDIECEZNÍ CHARITA PRAHA – PORADNA MAGDAL and Rosa o.s. – centrum pro ženy (project www.stopnasili.cz).

### Sources used to prepare the factsheet

- Act No. 45/2013 Coll., on Victims of Criminal Offences and Proceedings against Them
- Collection of research conducted on gender-based cyber violence: https://www.tojerovnost.cz/cs/analyzy
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Finland

Definition of gender-based cyber violence

There is no legal definition of gender-based cyber violence (or similar terms) in Finland. As explained below, the Criminal Code contains many provisions that could in theory cover gender-based cyber violence (such as harassment, stalking etc.). However, these provisions make no explicit mention of the possible cyber or gender dimensions of these crimes.345

An objective of the 2019 Government Programme was to draw up an action plan on combating violence against women.346 This Action Plan (the Program to Combat Violence against Women 2020-2023) was published in October 2020 and will be implemented from autumn 2020 until spring 2023.347 For the first time, ‘digital violence’ was included as a prominent aspect of this Action Plan. The Action Plan recognised that digital violence, particularly against women, is a new concept in the Finnish debate on violence and highlighted that digital violence can be defined in many ways. However, the Action Plan presents the Government’s understanding of digital violence as

“violence, persecution, and sexual harassment that utilizes digital technologies such as smartphones, computers, social media, location devices, and so on. Digital violence and harassment can take the form of, for example, online naming, humiliation, persecution and sexual harassment. Digital violence also includes controlling the interaction of a partner or ex-partner, such as the obligation to be reachable, espionage and location, and harassment by constant calls or messages.”348

In addition, although there is no research available comparing the prevalence of different forms of gender-based cyber violence, research by the national statistical body and other stakeholders (presented in more depth below) has focused on harassment and bullying in the online environment.

Estimates of the scale of the problem of gender-based cyber violence

The Program to combat violence against women 2020-2023 highlights a range of research projects that have examined the scale of different forms of cyber violence and the gender dimension in this context. However, as mentioned above, these projects have focused on harassment, bullying, and inappropriate approach / suggestion. This research includes the following:

- In 2019, Statistics Finland added questions on harassment and inappropriate approaches over the internet to the Population Information and Communication Technology Survey. This survey, the sample of which comprised 6,000 16-89 year olds, found that: 7% of women and 5% of men have sometimes been harassed on the internet; and 14% of women and 6% of men reported being sometimes subjected to an inappropriate approach on the internet. Both harassment and inappropriate treatment were found to be significantly more commonly experienced by 16-34 year olds, as compared with older age groups.349
- A 2016 youth crime survey conducted by the University of Helsinki’s Institute of Criminology and Legal Policy found that bullying experienced by young people has increasingly shifted to the online environment. More specifically, 31% of Finns aged 15–16 who responded to the survey had experienced cyberbullying at least once in their lifetime and 15% in the last 12 months. With regard to cyberbullying, girls (16%) were more likely to be victims than boys (13%).350

345 Criminal Code of Finland (Translation to English from Finnish – text is not legally binding in English).
346 Inclusive and competent Finland – a socially, economically and ecologically sustainable society, Programme of Prime Minister Sanna Marin’s Government 2019.
According to the 2019 School Health Survey, depending on the grade level, 14–17% of those who experienced sexual harassment or suggestion reported that the harassment or suggestion took place over the phone or on the Internet.  

From a legal perspective, there is no available data on the extent to which gender-based cyber violence has been reported to and investigated or prosecuted by law enforcement. The Program to combat violence against women 2020-2023 states that, on the basis of the criminal titles recorded by law enforcement, it is difficult to assess the extent to which the crimes occurring have a cyber or gender dimension. However, supported by the inclusion of digital violence in the 2020 Action Plan, the Finnish authorities do not anticipate a decrease in the prevalence of cyber violence in the future.

One challenge highlighted within the context of a survey by the NGO Naisten Linja (Women’s Line) is that authorities often consider crimes perpetrated with the help of technology as less serious than those perpetrated face-to-face.

### Legal framework and policy approach to gender-based cyber violence

The Finnish Criminal Code defines many crimes that, depending on the circumstances of the case, could be applicable to forms of gender-based cyber violence. However, the online environment, the role of technology or the gender dimension are not explicit parts of the definition of any of these crimes. The crimes include:

- Ethnic agitation (CC 11:10)
- Public incitement to an offence (CC 17:1)
- Sexual abuse of a child (CC 20:6)
- Harassing communications (CC 24:1a)
- Dissemination of information violating personal privacy (CC 24:8) and Aggravated dissemination of information violating personal privacy (CC 24:8a)
- Defamation (CC 24:9) and Aggravated defamation (CC 24:10)
- Menace (CC 25:7)
- Stalking (CC 25:7a)
- Coercion (CC 25:8)

In such cases, compensation for suffering could be ordered in aggravated situations.

In addition, the following laws have relevance to gender-based cyber violence:

- Finnish Act on Equality Between Women and Men (FFS 1986/609) includes provisions on sexual harassment.
- Finnish Act on Restraining Orders (898/1998) includes provisions for protection orders and emergency barring orders. In a recent evaluation, conducted as part of the EU funded POEMS study (Protection Orders in European Member States), it was found that victims in Finland faced difficulties enforcing protection orders, particularly in the case of online stalking.
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352 Written responses provided for this project by representatives of the Finnish Ministry of Justice.


354 Law on equality between women and men (1986/609) (Translation to English from Finnish – text is not legally binding in English).

355 Act on Restraining Orders (898/1998; amendments up to 384/2010 included), (Translation to English from Finnish – text is not legally binding in English).


From a policy perspective, as highlighted above, the Finnish Government published an Action Plan on combating violence against women in October 2020. Although NGOs and civil society organisations have been providing services for victims of gender-based cyber violence, this was the first instance of Governmental engagement with the topic of ‘digital violence’.

Prior to the Action Plan, no specific funding was available for NGOs and civil society organisations active in the area of digital violence against women. For instance, Naisten Linja (Women’s Line) is a Finnish support and advice service for women and girls who have experienced or are at risk of violence. In recent years Naisten Linja have received public funds to conduct two key projects related to digital violence: SafetyNet Project (2018–2020) and a recent project opening support services for women who have experienced digital abuse and hate speech. These projects are funded by non-specific funding programmes run by the Funding Centre for Social Welfare and Health Organisations (STEA).

The Action Plan, however, contains 32 measures of which the following six specifically relate to digital violence:

- **Provide funding for a non-governmental social media campaign to raise awareness of digital violence against women for young people. This will take place in 2022 and will receive €50,000.**
- **Provide guidance and train MARAK working groups on digital violence and honour-related violence. This will be implemented in 2021 and 2022 and will receive €6,000.**
- **Add new modules on digital violence and honour-related violence to the Finnish Institute for Health and Welfare’s (THL) web-based training programme ‘Build Trust – Tackling Violence’. This will be implemented in 2021 and 2022 and will receive €16,000.**
- **Provide education for shelter workers on digital violence and persecution. This will be implemented in 2021. The financial allocation for this action is not specified.**
- **Provide specific training for police officers, prosecutors, judges and legal advisors on the phenomenon of violence against women, including on digital violence. This will be implemented in 2021 and 2022 and will receive €300,000 in funding.**
- **Conduct a study on digital violence against women. This will be presented in 2022. The financial allocation for this action is not specified.**

These actions focus on better understanding the phenomenon, education and awareness raising. No legislative actions are foreseen within the Action Plan. However, there is a pending reform of sexual crimes in Finland. To date, the Finnish legal framework on harassment has not foreseen the possibility of prosecuting the sending of unsolicited sexual images. In July 2020, a proposal was tabled to broaden the definition of sexual harassment to include harassment through pictures or messages. Minor amendments are also foreseen to the crimes of grooming and illegal threats, which don’t specifically mention the digital dimension, but have the intention of covering the online environment.

Institutional framework and role played by national authorities

Prior to the Program to combat violence against women 2020-2023, responsibility for violence against women was within the remit of the Gender Equality Unit, sitting within Ministry of Social Welfare and Health. Within that, the Institute for Welfare and Health conducts and coordinates research on social welfare and equality issues. The parliamentary Council for Gender Equality (TANE) also operates under this Ministry. However, the Program to combat violence was developed primarily by the Ministry of Justice. In addition, the Ministry of Interior are responsible for the police.

Beyond governmental stakeholders, a range of NGOs and civil society organisations are active specifically in the area of digital violence against women. These include Naisten Linja (Women’s Line) and Viola Violence Free Association.

Sources used to prepare the factsheet

---

360 Interview with academic specialising in criminal procedural law in Finland.
France

**Definition of gender-based cyber violence**

In 2018, France passed a law strengthening action against sexual and gender-based violence to provide better support for victims of gender-based violence. The law explicitly mentioned cyber violence in this context. It included a provision on cyber harassment and modified the Criminal Code accordingly. The definition of cyber harassment is as follows:

- Cyber harassment is defined as the act of making repeated comments, insults or threats via the internet (on a social network, forum multiplayer videogame, blog etc.) with the aim or effect of worsening the victim’s living conditions that could result in a deterioration of the physical or mental health of the harassed person. Victims of cyber harassment can request the removal of the content (which can be comments, videos, images, messages, etc.) from their author or from the electronic support manager. Cyber harassment is punished by fines and/or imprisonment that will be aggravated if the victim is under 15 years old (Article 222-33-2 of the French Criminal Code on moral harassment).

This law is an important step in recognising and criminalising gender-based cyber violence since the provision is not gender-neutral and it remains broad in the vias that could be used to commit this crime.
Moreover, in a previous informative guide to combat gender-based cyber-violence, the French Ministry of Families, Children and Women's Rights noted that:

- **Cyber violence** refers to all forms of violence (harassment, threats, insults, dissemination of images of violence, etc.) that operate in the digital space.
- **Gender-based cyber violence** is defined as a set of behaviours and comments made online with the aim of insulting, harassing, humiliating and spreading rumours. The humiliating comments are often about physical appearance, sexuality, messages or images of a sexual nature, identity theft, dissemination of intimate images taken without knowledge or taken in the intimate setting without the agreement, obtained under pressure, etc. As the study carried out by the Centre Hubertine Auclert highlighted, the cyber violence suffered by female users is rooted in sexism. Women, and in particular girls, are exposed to amplified forms of violence online which in most cases aim to reducing them to their physical appearance and to controlling their sexuality.
- In terms of the most common types of gender-based cyber violence, the guide noted that cyber violence can be as diverse as the multiplicity of digital formats and social networks allow, however, it raises special attention to i) Sharing intimate content without consent ii) stalking (e.g. insults relating specifically to physical appearance, rumours relating to romantic or sexual behaviour, etc.)

### Estimates of the scale of the problem of gender-based cyber violence

- 10% of young people in France (6-18 years old) have already been harassed on the Internet or on social networks.
- The probability of attempting suicide is 3.17 times higher when one is a victim of harassment on social networks. 3 or 4 teenagers would commit suicide each year because of the cyberbullying.
- Among the 12-15-year olds, 1 in 5 girls have been insulted online about their physical appearance and 1 in 6 girls have experienced cyber-sexual violence, in connection with sharing intimate photos or videos.
- 40% of adult Internet users consider that they have already been harassed online, and 6% declare that they have been victims of sexual harassment, mostly women (7% of women and 4% of men).
- In Europe, 11% of women say they have been sexually harassed on social networks, by email or SMS during their lifetime; and 20% of young women between 18 and 29 years old.

### Legal framework and policy approach to gender-based cyber violence

There are several provisions that can be directly or indirectly applied to gender-based cyber violence in France:

- Cyber harassment is defined as the act of making repeated comments, insults or threats via the internet (on a social network, forum multiplayer videogame, blog etc.) with the aim or effect of worsening the victim’s living conditions that could result in a deterioration of the physical or mental health of the harassed person. Victims of cyber harassment can request the removal of the content (which can be comments, videos, images, messages, etc.) from their author or from the electronic support manager. Cyber harassment is punished by fines and/or imprisonment that will be aggravated if the victim is under 15 years old (Article 222-33-2 of the French Criminal Code on moral harassment).
- Non-consensual pornography: The Digital Republic Law of October 7, 2016 introduced ‘non-consensual pornography’ in the Penal Code (Article 226-2-1) “the fact of bringing to the attention of the public or of a third party any recording or any document relating to words or images of a sexual nature, obtained with the express or presumed consent by victim”. This offense consists of uploading photos or videos of a sexual nature without the victim’s consent, often with the aim of revenge following a break-up, or to blackmail. Those found guilty of non-consensual pornography with up to a two-year prison sentence and €60,000 fine.
- Sexual harassment: France modified Article 222-33 of the French Penal Code to punish sexual harassment. The article provides a two-fold definition of sexual harassment distinguishing between sexual harassment through repeated words or actions and sexual harassment through a single action.
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The penalties could be 2 years' imprisonment and a € 30,000 fine or 3 years' imprisonment and a € 45,000 fine in the event of an aggravating circumstance (e.g. if the victim is under 15).

Moral harassment: Article 222-33-2-2 of the Penal Code punishes the fact of harassing a person by repeated propositions or behaviours with the intention of a deterioration of his/her living conditions resulting in an alteration of his/her physical or mental health. The use of an online public communication service is an aggravating circumstance. Harassment within the couple is the subject of a specific criminalization (Article 222-33-2-1). Depending on the case, the main penalties range from 2 to 5 years imprisonment and a fine of € 30,000 to € 75,000.

Hate speech and gender-based discrimination: The penalties vary depending on whether the provocation is public or non-public and whether or not it is followed by the actual commission of an offense (Articles 23 and 24 of the Law on the Freedom of the Press of 29 July of 1881). The Law on Freedom of the Press also sanctions defamation and verbal abuse.

Institutional framework and role played by national authorities

The informative guide by the French Ministry of Families, Children and Women’s Rights aims to give victims and witnesses of cyber-violence the means to fight and protect themselves. It provides useful tips and explains the steps that should be taken to report a cyber-violence offence. The institutional tools available to victims include:

- The page dedicated to offenses related to new technologies on Service-public.fr.
- The e-Enfance association, its contact platform and its Net Écoute helpline - 0800 200 000 (for minors).
- The 39 19, helpline dedicated to women and girls victims of violence, and the government website for the fight against violence against women.

Sources used to prepare the factsheet

- Cybersexisme chez les adolescent.e.s (12-15 ans) – Étude sociologique dans les établissements franciliens de la 5ème à la 2nde, novembre 2016, Centre Hubertine Auclert/Observatoire universitaire Éducation et Prévention (OUIEP) de l’Université Paris Est Créteil.

Germany

Definition of gender-based cyber violence

There is no legal or government issued definition specifically for gender-based cyber violence. Relevant is the German General Equal Treatment Act (Allgemeines Gleichbehandlungsgesetz – AGG) which defines
European Added Value Assessment on Combating Gender based Cyber Violence

Estimates of the scale of the problem of gender-based cyber violence

An EU-wide survey conducted by the European Fundamental Rights Agency found that 13% of women in Germany faced at least one form of cyber-harassment since the age of 15. This is a moderately high number compared to 18% in Sweden and Denmark (highest), and 5% in Romania (Lowest). Our research has not found extensive data on gender-based cyber violence. One survey of 1,987 students between the ages of 6 to 19 years found that 5.4% of students were victims of cyberbullying at least once a week. When it comes to cyberbullying in the workplace, one study found that 5% of all cyberbullying cases involved sexual harassment.

Legal framework and policy approach to gender-based cyber violence

There is currently no legal framework that specifically covers Gender-based Cyber Violence or Cyberviolence generally but certain forms of violence can come under the scope of sections of the German criminal code. When prosecuting under these sections, internet using devices can be considered instruments to commit traditional offences. The crimes under the German Criminal Code (Strafgesetzbuch) include, Section 238 (Stalking), section 240 (Using threats or force to cause a person to do, suffer or omit an act), section 241 (Threatening the commission of a felony), section 176 (Child abuse), section 185 (Insult), section 186 (Defamation), section 187 (Intentional defamation), section 201 (Violation of the privacy of the spoken word) and, section 201a (Violation of intimate privacy by taking photographs). The last of these explicitly covers non-consensual pornography. In the case of non-consensual pornography, section 22 of the Art Copyright Law also protects a person’s right to “object to the unauthorised dissemination or public display of his/her photograph”. Following this law, the German Federal Court of Justice upheld a ruling in a regional court which forced a man to delete intimate photos his ex-partner after a divorce.

A new law implemented in February 2018, the Network Enforcement Act (’NetzDG’) requires social media companies to remove content that would be considered unlawful under the criminal code. This includes content that can be considered hate speech, or those that fall under the offences listed above. Social media companies have to remove such content within a specific timeframe after it is identified. Social networks can be fined up to 50 million Euros if it is found that there are systemic shortcomings in addressing these issues. The act also introduces amendments to the German Telemedia Act allowing social media networks to disclose personal data of users for the purpose of law enforcement. This amendment requires social media companies to report such crimes to the Federal Criminal Police Office (BKA). This mechanism is to ensure perpetrators can be prosecuted thereby also creating a preventative measure.

The regional court had deemed that the personal rights of the victim overrode the ownership rights of the photographer.

Human Rights Watch has expressed concern over the NetzDG arguing that the law incentivizes social media companies to engage in overreach when censoring content. Since they face large fines, they will lean towards censoring and make little effort at protecting free speech. Furthermore, they claim that users do not benefit from judicial oversight or a right to appeal.

369 Grüll, P. (2020). German online hate speech reform criticised for allowing ‘backdoor’ data collection. EURACTIV.
Institutional framework and role played by national authorities

Issues concerning gender based violence are dealt with by the Federal Office for Family and Social Affairs, under the Federal Ministry for Family Affairs, Senior Citizens, Women and Youth. Part of their activities involves running a helpline for victims of domestic violence.

The Federal Ministry of Justice and Consumer Protection drafted the NetzDG law noted above in response to an uptick of hate speech in 2015 following the decision to allow a more open policy towards Syrian asylum seekers. The Federal Office of Justice is tasked with monitoring the compliance reports published by the social media companies. The FOJ is in charge of initiating a follow up if there has been a lack of compliance.

Sources used to prepare the factsheet

- Grüll, Philipp. (2020). German online hate speech reform criticised for allowing ‘backdoor’ data collection. EURACTIV.
- Heldt, Amélie. (2020). Germany is amending its online speech act NetzDG, but not only that. Internet Policy Review.
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Italy

Definition of gender-based cyber violence

Legally, there is no definition of gender-based cyber violence, but rather specific crimes are penalized.

In a 2019 UN Women guidance note for national-level reviews on a country’s progress towards the implementation of the Beijing Declaration, it is mentioned that Italy is currently debating the definition of non-consensual pornography as “the dissemination of images or videos, including via the web, of a sexual nature, and provides for the introduction of repressive measures for those who disseminate images or movies containing sexual representations, made, acquired or transmitted without the consent of the concerned person, with a reasonable expectation of confidentiality. The action is more severely punished if it is spread through the Internet or through the use of digital technologies, instant messaging and digital multi-platforms.” In addition, the definition of hate speech is “incitement to hatred and violence against persons or social groups on the basis of certain characteristics (ethnicity, religion, origin, particular physical or mental conditions), gender identity and sexual orientation included,” and alludes to how hate speech is increasingly spread through the Internet.

In terms of the most common forms of gender-based violence, both offline and online, stalking appears to be quite ubiquitous, as there is a dedicated hotline and a network of anti-violence centres. Interviewees also mentioned sexist hate speech, especially toward LGBTQ people, is incredibly common.

**Estimates of the scale of the problem of gender-based cyber violence**

Although there are no data on gender-based cyber violence, there is an entire database on gender-based violence against women. The data here on victims is only divided into physical and sexual violence. In 2014, 4.5% of women between the ages of 16 and 70 experienced physical or sexual violence in the past 12 months from a current partner, ex-partner or non-partner. Regionally, the municipality with the highest incidence of this phenomenon was Abruzzo (8.3% of its population).

Another table on iStat, the Italian statistics database, addresses the number of victims who contacted 1522 (Telefono Rosa), an anti-violence and stalking hotline. Of the 3,567 victims, 1,585 reported they were suffering from psychological violence, and 133 reported threats. Interestingly, between 2015 and 2018, the number of requests for helping a victim of violence increased from 5,322 to 7,029, but then decreased in 2019 to 4,927. A similar drop occurred for requests for helping a victim of stalking, which saw a steady decline from 1,015 in 2015 to 923 in 2018, and then dropped to 670 in 2019. Of the Victims who turned to 1522, in 2019, 343 reported fear of dying, 1,969 feared for their own safety, and 1,477 reported feeling anxious.

However, as one article pointed out, a decrease of such calls in 2020 may highlight how difficult it is to verbalise one’s problems when they’re cohabitating with abusive partners. Also, the National Institute of Statistics does not differentiate between offline and online stalking, so it is hard to estimate how widespread specifically cyber stalking is.

When it comes to non-consensual pornography, there is little data on the scale of the problem but one survey published between 2019 and 2020 found that 12.7% of Italians knew a victim of non-consensual pornography.

A study on cyberstalking experienced by university students was published in January 2019. It defined cyberstalking as “a set of threatening and/or harassing repeated behaviours aimed at searching, controlling, hacking personal information, and damaging an individual’s reputation through the use of online communication tools: e-mail, blogs, social networks, chat rooms or other sites. Such undesirable behaviours are perceived by the victim as annoying, unwanted, threatening to their own safety.” The study surveyed 229 Italian students. It found 107 participants (46.7%) reported being victims of cyberstalking. 72 (63.7%) of these victims have also experienced victimization offline in their lifetime. The study also reports that 46 (20.1%), of those surveyed reported that cyberstalking involved online sexual advances and 27 (11.8%) experienced threats of physical harm online. Furthermore, the study found that 44 (19.2%) of respondents reported having experienced Online harassment.

A survey conducted by Amnesty International and Ipsos Mori found that 17% of women respondents in Italy reported having experienced abuse or harassment online at least once.

**Legal framework and policy approach to gender-based cyber violence**

There are several legislative protections against gender-based violence, and in recent years these protections and updates to the Italian Criminal Code have sought to cover online harms as well. In 2017, Italy took a further step in developing a legislation against cyberbullying.
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Article 13 of the Italian Constitution generally states that “any act of physical and moral violence against a person subjected to restriction of personal liberty shall be punished.” Article 51 states that, to ensure women and men have equal opportunities in running for public office, “the Republic shall adopt specific measures to promote equal opportunities between men and women.” Article 117, which delineates the legislative powers of the Regions, states that “Regional laws shall remove any hindrances to the full equality of men and women in social, cultural and economic life and promote equal access to elected offices for men and women.”

In a 2019 GBV Law, Article 10 introduces a new article in the criminal code on the illegal dissemination of sexually explicit images or videos. Anyone who sends, delivers, sells, publishes or disseminates sexually explicit content, images or videos without the consent of the represented person(s) faces imprisonment for 1-6 years, and a fine between €5,000 and €15,000. This penalty also applies to secondary actors, who receive this content and sends them on to others without consent, and/or with the intention to harm. The penalty is increased by a third or a half if the victim is mentally or physically disabled, or a pregnant woman. Punishment is a result of a complaint from the victim.

The Italian Cyberbullying legislation defines cyberbullying as “aggression, reiterated harassment, by a single person or a group of persons, to the detriment of one or more victims, capable of provoking in them feelings of anxiety, fear isolation, or marginalization, through acts or behaviours, pressure or physical or psychological violence, incitement to suicide or other self-harm, threats or blackmail, theft or damage, offense or derision for regional language, ethnicity, religion, sexual orientation, physical appearance or disability, or other personal and social conditions of the victim perpetrated through the use of telematic tools or IT.” Article 2 of this legislation states that any victim, even a minor, or the victim’s parents or guardian, can forward a complaint to the data controller, platform manager or social media manager, and request their bullies and the offensive content are blocked or removed, or prevented from re-entering. Website operators and similar responsible parties were given 30 days to equip themselves with the specific procedures and protocols to manage blocking, removal of users and content through clear and easy to identify alerts. Finally, Article 8 includes an amendment to Article 612 of the Italian Criminal Code (relating to persecution). The penalty for cyberbullying is imprisonment from one to six years if the act is committed through IT tools. This penalty also applies to the dissemination of texts or images, sensitive data, and/or private information that has been stolen through deception or threats.

Institutional framework and role played by national authorities

To establish an institutional framework to address gender-based violence, Law No. 11/2009 establishes state-sponsored legal aid for victims of rape, statutory rape and gang rape. In 2018, the Minister for Family and Disabilities and the Minister for Education organised a 2019 Safer Internet Day in Italy, which took place in February of that year. Famous Italian YouTubers and online creators were invited to speak at this event about cyberbullying, and the role of schools and families.

A 2012 UN report on a Special Rapporteur’s mission to Italy found that “the institutional framework for addressing women’s rights includes a number of governmental bodies and institutions, both in the capital and at the regional levels, which have similar mandates and functions.” However, there are some challenges in the coordination of this different bodies, mainly surrounding human and financial resources, duplication
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of activity, and competition between different bodies and actors. Furthermore, in the rapporteur's discussions with authorities and civil society representatives, the she recorded “instances where earmarked funds received by authorities in Naples, from donors such as the European Union, for the promotion and protection of women’s rights were returned, or at risk of being returned, as they had not been spent. The non-disbursement of such funds to associations for activities in the area of women’s rights is leading to the closure of these associations.”

Most importantly, this report mentions several limiting factors to the Central Government’s power to intervene in cases of gender-based violence, both online and offline. Such factors “include decentralization of the institutional framework as provided by the Constitution, the challenges of dealing with a lack of political will at the local level and procedures that may hinder the capacity to manage and spend the funds received.”

The Cyberbullying law states that the Presidency of the Council of Ministers, in collaboration with the Ministry of Education, Universities and Research, guarantees that municipalities will prepare periodic information campaigns to develop an awareness of bullying and cyberbullying phenomena using the mainstream media, as well as the press and communication networks of private entities.

This law also mandates that each educational institution identifies among its faculty a contact person tasked with coordinating prevention and prevention initiatives to fight against bullying and cyberbullying. Article 4.4 calls for regional school offices to promote the publication of notices for the financing of small projects in collaboration with the Ministry of Justice, territorial offices of the government, local services, the police, and other entities to fight against bullying and cyberbullying, as well as educating children in how to guard themselves and counter this behaviour. Schools should promote the conscious use of the Internet, as well as data rights and duties related to the use of information technology.

Italy has a number of “anti-violence centres”, operated by NGOs and supported financially by local government. These are usually small, but offer legal and psychological advice. Depending on resource availability, they can also operate as shelters.

Sources used to prepare the factsheet
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Lithuania

**Definition of gender-based cyber violence**

Based on provisions in the Criminal Code, and the Law on the Provision of Information to the Public and the Law on the Protection of Minors against the Detrimental Effect of Public Information, “in Lithuania, it is prohibited to publish (a) pornography, (b) information whereby the intolerance, mocking, scorn, promotion of discrimination, violence, physical destruction of a group of persons or person belonging to such group is encouraged due to age, gender, sexual orientation, disability, ethnicity, race, nationality, citizenship, language, origin, social situation, disability, faith, beliefs, attitudes or religion, (c) information promoting sexual abuse and exploitation of minors and/or promoting violence in itself.”

The Law on Cyber Security defines a “cyber incident” as an event or activity in cyber space that may cause or threaten or adversely affect the availability, authenticity, integrity, and confidentiality of electronic information transmitted and processed by communication and information systems, which may interfere with or disrupt the operation, management, and provision of communication and information systems.

In terms of establishing what information is considered personal, the Clean Internet Hotline defines prohibited information as “information the disclosure and/or distribution of which is prohibited under applicable law. In Lithuania, this includes pornographic content; information which is used to humiliate, promote hatred or incite to discriminate against a group of people or a person belonging to it on account of sex, sexual orientation, race, nationality, language, origin, social status or belief; information prohibited by other laws such as cyber bullying using visual information (in accordance with the Education Act).”

It goes on to define restricted information as information that “is regulated to protect minors. It is information that has a detrimental effect on their mental and moral development. This includes: information related to the depiction of physical or mental violence, modelling of a criminal offense; erotic information […] information that causes fear or horror, self-harm or suicide; other information restricted by laws.”

**Estimates of the scale of the problem of gender-based cyber violence**

According to a UN Women report, “In Lithuania, 32% of women have experienced physical and/or sexual violence since the age of 15. This is similar to the EU-28 average (33%).”

Furthermore, in the second quarter of 2020, the Clean Internet Hotline received 284 reports of illegal or harmful content on the Internet, pertaining to racial and ethnic hate speech, pornography, violence or bullying, and the unauthorised disclosure of personal information. Compared to the second quarter of 2019, the number of notifications has increased by 64% (173 to 284). Follow-up action was taken in 137 of these cases: 40 messages were forwarded to ISPs, website owners and social media managers with an NTD (Notice and Take Down) tag on their sites or illegal on content to remove it as soon as possible. 13 reports were forwarded to the Police Department for further investigation.

According to interviewees, the most common form of cyber violence in Lithuania is harassment, or threats to use physical or sexual violence, or threats to disclose information about a woman.

**Legal framework and policy approach to gender-based cyber violence**

In a general sense, the “Implementation Plan of the Government of the Republic of Lithuania Programme for 2016–2020 sets the target to create a family-friendly environment, strengthening communities and reducing violence in all areas of life […] The goal to implement preventive measures to combat violence was indicated, as well as the establishment and implementation of the system of joint actions providing assistance for victims of domestic violence by specialised assistance centres, NGOs and other institutions.

390 [https://svarusinternetas.lt/apie-mus/6](https://svarusinternetas.lt/apie-mus/6)
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providing special assistance in the municipalities.” While this is a positive step forward, there is still a gap in terms of whether these assistance centres will be solely focused on domestic violence victims, or whether they would accommodate victims of cyber violence too. If this culture is already well-established, perhaps there could be centres for victims of gender-based cyber violence.

Lithuania also aims to monitor gender-based violence and gender equality; “it is envisaged, according to the Action Plan for the Implementation of the National programme on equal opportunities for women and men for 2018-2021, to carry a statistical research on violence on the grounds of gender according to the European Statistics Work Programme. This should help to better identify the root-causes of gender-based violence and to have more targeted preventive measures in this field.”

The Law on Cyber Security establishes the principles of cyber security, institutions for the formation and implementation of cyber security policy, the terms of references of these institutions in the field of cyber security, the responsibilities of cyber security entities, as well as inter-institutional cooperation. Furthermore, Lithuania’s National Cyber Security strategy aims to strengthen the state’s cyber resilience and cyber defence, and provide the necessary resources for economic and social wellbeing.

Lithuania has implemented the European Commission Safer Internet programme since 2005. The Safer Internet consortium in Lithuania increased its activities from 2012 to include four officially-involved partners: The Centre of Information Technologies in Education under the Ministry of Education and Science of the Republic of Lithuania, the Communications Regulatory Authority of the Republic of Lithuania, Vaiiku Linija (an NGO) and Langas į ateitį (an association).

On top of the existing Safer Internet Programme, “in 2016, a new media self-regulation code was adopted — the Lithuanian Code of Ethics of Information of the Public wherein, in addition to other professional rules of conduct, it is stipulated that (a) it is prohibited to make fun of human gender, last name, race, nationality, ethnicity, religious beliefs, age, sexual orientation, disability or physical defects, physical data even when such person committed a crime, b) publish last name of the person suffering sexual aggression or any other details identifying the person.”

The Law on Education (Article 23) enables the structure by which citizens can report cyberbullying to the Communications Regulatory Authority’s website. “Individuals also have the right to submit a notice on the website www.draugiskasinternetas.lt if they notice in cyberspace: 1) public information which, according to the Law on the protection of Minors from the Negative Impact of Public Information, is classified as prohibited dissemination, i.e., which is ridiculed or despised by children or other persons…or which contains pornographic content, promotes the sexual abuse, exploitation of children, presents self-inflicted violence and (or) is public information prohibited by other laws.”

This law also allows the Communications Regulatory Authority to issue “binding instructions to electronic information hosting service providers to remove the information…stored on their servers or to revoke the possibility to access this information, as well as to set a deadline for fulfilling mandatory instructions” and “to issue binding instructions to providers of public communications networks and/or public electronic communications services to eliminate the possibility to access the information specified…as well as to set a term for execution of mandatory instructions.”

Lithuania is also working to educate the public on online harm. “In accordance with the Law on Public Information, producers and disseminators of public information have the right to place information boards, disseminate educational information and social advertising on the prevention of bullying in cyberspace and other prohibited or restricted information, including recourse to the Communications Regulatory Authority.”

---
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In the Criminal Code, several articles address different forms of cyber violence. For example, Article 145 provides criminal liability for threats, including those made online. Article 167 addresses the illegal collection of private information, and 168 addresses spreading illegally collected private information, which can be applied to doxing and non-consensual pornography. 170 criminalises incitement against any national, racial, ethnic, religious or other group of persons, 309 criminalises the distribution of pornographic material.399

Finally, there are several initiatives and laws surrounding gender equality. The Law on Equal Opportunities for Women and Men ensures the equality of persons and the prohibition of restricting human rights based on sex, race, nationality, language, origin, social status, religion, beliefs or views. The National Program of Equal Opportunities for Women and Men 2015-2021’s action plan involves consistent, comprehensive and systematic promotion of equality between women and men in all areas: work, health, education, decision making etc. Meanwhile, the Inclusive Labour Market Development programme from the Ministry of Social Security and Labour has a gender equality objective, involving the promotion of opportunities for women and men in employment in the field of work by: reducing the gender pay gap; achieving work-life balance; reducing sectoral and occupational labour market segregation by gender; increase women’s access to and development of business, etc.

Institutional framework and role played by national authorities

A major cause of gender-based cyber violence in the past decade has been women vocalising their qualms and experiences in male-dominated industries, most predominantly in tech. “To address occupational segregation and increase women participation in high-income sectors, that are traditionally occupied by men, Lithuania has introduced ‘Women go tech’ programme. Women Go Tech is an initiative by Global Shapers Vilnius Hub with the goal to attract more women to the ICT (Information Technology) Sector through mentorship from top industry leaders. The mentorship programme has attracted highly influential tech companies to become official, Women Go Tech partners: leading ICT association in Lithuania, INFOBALT, and partners known in Lithuania and across Europe including Barclays, TransferGo, WIX, and Telia.”400

As part of this programme, the Communications Regulatory Authority of the Republic of Lithuania established a hotline in 2007. “Report on illegal or harmful content, such as pornography or child sexual abuse material, content inciting racial or ethnic hatred, content leading to violence or making other negative influence on minors can be submitted by completing a special online report form at the website of the hotline.”401

Lithuania contributed financially to the OSCE Representative on Freedom of the Media office project, “Safety of Female Journalists Online.” This project is dedicated to draw attention to the increasing security threats to women journalists online, and to finding solutions that will ensure female journalists’ freedom of expression and security online.402

On the education front, “In 2017, the Ministry of the Interior started informational campaign regarding sexual violence online. It was based on material (two comic styles — ‘story of a boy’ and ‘story of a girl), which was prepared by the Europol according to the #SayNo! Campaign. In cooperation with other institutions, the material including a short movie in the Lithuanian language was distributed to the subordinate authorities, schools and other organisations.”403

The Clean Internet Hotline (svarus internetas), established by the Communications Regulatory Authority of the Republic of Lithuania (RRT), accepts reports on pornographic, racial or ethnic abusive content. “Reports are accepted and investigated in accordance with the operating procedures of the Internet Hotline, which
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have been approved by the Police Department under the Ministry of the Interior of the Republic of Lithuania and the Office of the Inspector of Journalistic Ethics in accordance with agreements with RRT.\(^\text{404}\)

<table>
<thead>
<tr>
<th>Sources used to prepare the factsheet</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="https://www.unece.org/fileadmin/DAM/RCM_Website/Lithuania.pdf">https://www.unece.org/fileadmin/DAM/RCM_Website/Lithuania.pdf</a></td>
</tr>
<tr>
<td><a href="https://www.osce.org/fom/safety-female-journalists-online">https://www.osce.org/fom/safety-female-journalists-online</a></td>
</tr>
<tr>
<td><a href="https://svarusinternetas.lt/apie-mus/6">https://svarusinternetas.lt/apie-mus/6</a></td>
</tr>
<tr>
<td><a href="https://www.e-tar.lt/portal/lt/legalAct/TAR.9A3AD08EA5D0/rtjabACXOY">https://www.e-tar.lt/portal/lt/legalAct/TAR.9A3AD08EA5D0/rtjabACXOY</a></td>
</tr>
</tbody>
</table>

### The Netherlands

#### Definition of gender-based cyber violence

There is no official definition of gender-based cyber violence, or similar terms within Dutch legislation or policy. As mentioned further below, the Dutch program for tackling domestic violence and child abuse contains limited references to the existence of online forms of gender-based violence, but it does not define or elaborate on the phenomenon.

In addition, interviewees highlighted that, in the Dutch debate, the most frequently described phenomena in the context of online sexual violence are unwanted sexting, revenge porn, sextortion and grooming. The Dutch context is no exception in that regard. Currently, these interviewees noted that the four phenomena fill the definitional void.

#### Estimates of the scale of the problem of gender-based cyber violence

In 2018, Statistics Netherlands conducted a survey of 38,000 people on cybersecurity and cybercrime. At the highest level, the survey found that 8.5% of internet users in the Netherlands had experienced computer-related crime in the preceding year. However, this percentage was much higher for younger users than older users (12% for 12-17 year olds; 12.7% for 18-24 year olds; and 11.1% for 25-34 year olds). In addition, the survey found that, across all age groups, only 2.1% related to interpersonal incidents, a category that was further disaggregated into 'not sexually-oriented' (1.4%) and 'sexually oriented' (0.7%).\(^\text{405}\)

In a further analysis of the data on interpersonal incidents for 12-24 year olds,\(^\text{406}\) the survey found that 5.3% of internet users in this age group had been victims of online defamation, stalking or threatening in the previous twelve months. The figure for girls (7.1%) was nearly twice the figure for boys (3.6%). For both girls and boys, such incidents were more often non-sexual than sexual. However, girls were much more likely to experience sexual incidents than boys. Specifically, nearly 40% of incidents experienced by girls were sexual, compared with around 14% for boys.

Furthermore, homosexual or bisexual respondents (11.4%) were more likely to have been victims of such online incidents than heterosexual respondents (5%).

Concerning the impacts, the survey found that 43.4% of 12-24 year olds that experienced such online incidents "felt emotional consequences […] had frequent thoughts about it, did not sleep well or were very angry about it".\(^\text{407}\) However, nearly half of the victims (48.9%) did not consider that they were a victim of a

\(^{404}\) https://svarusinternetas.lt/apie-mus/6

\(^{405}\) Statistics Netherlands. (2019) 1.2 million cybercrime victims, article publishing data on the 2018 cybersecurity and cybercrime survey.

\(^{406}\) Statistics Netherlands. (2020) Girls more likely to be harassed, stalked online, article publishing data on the 2018 cybersecurity and cybercrime survey.

\(^{407}\) Statistics Netherlands. (2020) Girls more likely to be harassed, stalked online, article publishing data on the 2018 cybersecurity and cybercrime survey.
criminal offence. As such, only 8% notified the police or another institution and only 4.8% officially reported an incident to the police.

Beyond this research, limited research has been conducted on the scale and prevalence, as well as the social implications, of gender-based cyber violence and its different forms. For instance, research by Atria on violence against women in the Dutch context clearly states the need for empirical evidence on the phenomenon.

Legal framework and policy approach to gender-based cyber violence

The Dutch Criminal Code contains a range of provisions that are directly and indirectly applicable to forms of gender-based cyber violence.

**Image-based sexual abuse:** From 1 January 2020, image-based sexual abuse has its own penalty provision. Article 139h of the Dutch Criminal Code prohibits the abuse of sexual images and consists of two paragraphs:

- **Paragraph 1:** Imprisonment of up to one year or a fine of the fourth category:
  - a. intentionally and unlawfully creates an image of a sexual nature of a person;
  - b. a person who has access to an image as referred to under a while he knows or should reasonably suspect that it has been obtained by or as a result of an act punishable under a.

- **Paragraph 2:** A prison sentence of not more than two years or a fine of the fourth category:
  - a. a person who publishes an image referred to in the first paragraph;
  - b. a person who discloses an image of a sexual nature of a person with the aim of harming that person.

Within this context, an image of a sexual nature is defined in the explanatory report as an "image of such an intimate sexual character that any reasonable person would consider the image to be private." However, the term 'creation' (vervaardigen) is neither defined in the legal provisions nor the accompanying commentary. As such, the exact meaning of this term is unknown and a range of interpretations could be considered: it could be limited to taking a picture or it could be considered more broadly, also taking into account the use of editing software to create sexual images (for instance in the development of deepfake pornography). Furthermore, the legal text does not specifically refer to either gender or the cyber dimension.

Other general legal provisions exist that do not specifically refer to the cyber or gender dimensions but could be applicable in cases of gender-based cyber violence. These include:

- **Extortion** (Article 317, Dutch Criminal Code) and **Coercion** (Article 284). In situations where the sexual favours must take place hands-on, there must be coercion, described in Article 284 as "forcing by threat of violence or other facts to do, not allow or tolerate something".
- **Defamation** (Article 261, Dutch Criminal Code)
- **Threats** (Article 285, Dutch Criminal Code). In its 2020 Baseline Evaluation Report on the Netherlands, GREVIO highlighted concerns raised by lawyers and civil society organisations that practical use of the legal provisions on threats and coercion had been limited.

---
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Stalking (Article 285b, Dutch Criminal Code). In its 2020 Report, GREVIO highlighted that, although the Dutch police have a specific stalking policy, civil society organisations reported “a lack of professional competence in recognising and taking action in cases of stalking, resulting in practical difficulties for women seeking protection”. In this context, GREVIO encouraged “the Dutch authorities to improve and implement investigation and prosecution guidelines and to conduct specialist training on the gendered and serious nature of stalking and to ensure the application of preventive operational measures to avoid reoffending.”

GREVIO also highlighted the use of innovative technological solutions to support the protection of women by Dutch authorities, such as the AWARE system. The AWARE system comprises an alarm button that a victim can press if in danger. The alarm sends location data to and can allow communication with the police.

In addition, specifically in relation to minors, there has been significant debate in the Netherlands on the issues of sexting and grooming.

Sexting: A minor who voluntarily or otherwise creates sexual images of himself or herself would be both the perpetrator and the victim of an offense. The recipient and any distributor of the image material can be regarded as a suspect of possessing or distributing child pornography under Article 240b of the Dutch Criminal Code. This Article makes specific reference to the use of digital means. Research on the topic has found that such a conviction can, among other things, significantly limit employment prospects for the convicted person, for example by refusing a Certificate of Good Behaviour.

With regard to the great variation in the seriousness of the sexting cases, due to, among other things, the degree of voluntariness with which the image material is produced, the relationship between the parties involved, the nature of the image material, the age of the victim and the manner and extent of distribution, sexting is legal. It can, however, often trigger criminal offenses such as libel, slander and violation of portrait rights. This is the case, for example, when the victim of unwanted sexting is an adult. Unwanted sexting involving adults can be legally punishable under defamation, slander and violation of portrait rights.

Grooming (Article 248e of the Dutch Criminal Code) is described as the online luring of a minor by an adult with the intent to commit sexual abuse or to produce child pornographic images. This article was implemented in 2010 and implements Article 23 of the Council of Europe’s Lanzarote Convention. The provision requires that the offender establishes contact with a minor (younger than sixteen years) by means of a digital medium, followed up by a proposal to meet the minor in person with the intention of committing sexual acts with the latter or to produce sexually explicit images. Furthermore, since the entry into force of the Computer Crime Act III on 1 March 2019, the criminality of grooming has been extended. Previously, only grooming of a real child was punishable. Under the Computer Crime Act III, an investigating officer or a virtual computer program ‘posing’ as a minor on the Internet can also trigger legal consequences for the groomer.


Politie. (n.d.) If you are being stalked: Information for victims of stalking.

Currently, sexual harassment is covered in a piecemeal way. As such, GREVIO encouraged a review of the Criminal Code to ensure all forms of sexual harassment are adequately criminalised. This recommendation specifically mentioned online harassment.\(^{418}\)

In 2020, amendments to the Criminal Code and other laws related to the modernization of the criminalization of various forms of sexual misconduct (Sexual Crimes Act) were proposed. Amongst the provisions in this pre-draft Bill is an increased recognition of the digital component in a range of contexts. For instance, in relation to grooming, the Explanatory Memorandum accompanying the pre-draft Bill states that behaviour in both the real and the digital world can constitute a criminal offence. Furthermore, a concrete increase in the number of digital investigators is being proposed given the increasing use of the online environment to perpetrate sexual crimes.\(^{419}\)

From a policy perspective, the Dutch Government have developed the Gender and LGBTI Equality Policy Plan 2018-2021.\(^{420}\) Although this policy plan introduces measures to combat gender-based violence, neither the discussion nor the specific initiatives make reference to the ‘cyber’ dimension, i.e. they do not explicitly aim to target violence perpetrated online or with the assistance of technology.

In addition, the Dutch Government adopted the ‘Violence has no place anywhere: Tackling domestic violence and child abuse’ program for tackling domestic violence and child abuse in the period 2018-2021.\(^{421}\) This program contains limited discussion of the online environment, stating only that its research actions will consider the risks that exist online in relation to sexual violence.

The following challenges, beyond those mentioned above, have been highlighted by NGOs and civil society organisations:\(^{422,423}\)

- Professionals do not have sufficient knowledge to identify and tackle newer forms of sexual harassment, including sexting, image-based sexual abuse and sextortion.
- Victim blaming often occurs, for example based on the false dichotomy between online and offline violence against women or law enforcement discounting or minimising the harms of violence against women.
- In practice, the onus remains on adult victims to deal with cyber violence and the options are using the services of victim support organisations, such as Victim Support Netherlands, or mental health care institutions.

### Institutional framework and role played by national authorities

In general, gender-related issues are handled by the Gender Equality and LGBT(QI+) Equality Department of the Ministry of Education, Culture and Science (Directie Emancipatie van het Ministerie van Onderwijs, Cultuur en Wetenschap – OCW).

The Dutch program for tackling domestic violence and child abuse was developed by the Ministry of Justice and Security, in collaboration with the Ministry of Health, Welfare and Sport and the Association of Dutch Municipalities (Vereniging van Nederlandse Gemeenten).


\(^{419}\) Wijziging van het Wetboek van Strafrecht en andere wetten in verband met de modernisering van de strafbaarstelling van verschillende vormen van seksueel grensoverschrijdend gedrag (Wet seksuele misdrijven): Memorie Van Toelichting / Amendments to the Criminal Code and other laws related to the modernization of the criminalization of various forms of sexual misconduct (Sexual Crimes Act): Explanatory Memorandum


\(^{423}\) Interview with researchers representing TNO.
In addition, the Netherlands Institute for Human Rights (College van de Rechten van de Mens) is an independent gender equality body with responsibility for respect for human rights, including equal treatment, in policy, legislation and practice, as well as increasing human rights awareness.

Beyond public authorities, the Netherlands has a wide range of NGOs and civil society organisations that aim to combat gender-based cyber violence. These include Atria, COC Netherlands, Dutch CEDAW Network, Netherlands Organisation for Gender Diversity (NND), PHAROS, Amnesty International Netherlands, Dutch Gender Platform Wo=MEN, Blijf Group, Bureau Clara Wichmann and the safetyNed project.

Sources used to prepare the factsheet

- Interview with representatives of the Netherlands Institute for Human Rights (College van de Rechten van de Mens).
- Interview with researchers representing TNO.
- [Police](http://www.policie.nl) (n.d.). If you are being stalked: Information for victims of stalking.
- [Report submitted by the Netherlands](http://www.binnenland.se) pursuant to Article 68, paragraph 1 of the Council of Europe Convention on preventing and combating violence against women and domestic violence (Baseline Report), Received by GREVIO on 6 September 2018.
- [Statistics Netherlands](http://www.cbs.nl) (2019) 1.2 million cybercrime victims, article publishing data on the 2018 cybersecurity and cybercrime survey.
- [Statistics Netherlands](http://www.cbs.nl) (2020) Girls more likely to be harassed, stalked online, article publishing data on the 2018 cybersecurity and cybercrime survey.
- Stevens, D. (2020) Regulating Deepfake Technology: Legislative possibilities in the Netherlands to obstruct the use of deepfake technology for the creation of non-consensual pornography.
- Wijziging van het Wetboek van Strafrecht en andere wetten in verband met de modernisering van de strafbaarstelling van verschillende vormen van seksueel grensoverschrijdend gedrag (Wet seksueel misdrijven): Memorie Van Toelichting / Amendments to the Criminal Code and other laws related to the modernization of the criminalization of various forms of sexual misconduct (Sexual Crimes Act): Explanatory Memorandum

### Poland

**Definition of gender-based cyber violence**

Poland does not have a legal definition of gender-based cyber violence. There is a definition of gender-based violence, which was adopted from the Istanbul Convention.
Cyberbullying is defined in *How to Respond to Cyberbullying: A guide for schools* as “violence with the use of information and communication technologies. These technologies are mainly the Internet and mobile phones... The basic forms of the phenomenon are to harass, frighten, blackmail, publish or broadcast ridiculous, compromising information, photos, videos over the web, and impersonating someone on the web against his will. Activities defined as the main use of cyberbullying are: e-mail, chats, websites, blogs, social networking sites, discussion groups, SMS and MMS services. In contrast to ‘traditional’ bullying, the phenomenon of cyberbullying is characterized by a high level of anonymity of the perpetrator [...] The quick spread of materials direct against the victim and their universal availability in the network make it a particularly dangerous phenomenon.

Estimates of the scale of the problem of gender-based cyber violence

A 2013 study of a Local Family Violence Prevention System found that the most common form of violence is psychological, followed by economic, physical and sexual. Also found that the problem most often cited as the most important in the functioning of the local system for combating family violence is legislation that does not sufficiently protect victims of violence, as well as excessively long legal procedures. Of respondents who had experienced violence, 96% were women and 4% were men. Important to note that men tend to be more reluctant to admit they have been victims of violence, especially by women.

The *How to Respond to Cyberbullying* document mentions a 2007 survey by Nobody’s Children Foundation (renamed to the Empowering Children Foundation), in which 57% of internet users between the ages of 12 and 17 admitted there was at least one occasion of photos or videos taken against their will. No gender division was mentioned. The social impact of verbal abuse is that, of the 52% who admitted that they had dealt with verbal abuse, 59% felt nervous, 18% felt fear, and 13% felt shame.

In terms of the most common forms, interviewees mentioned cyber stalking, harassment, bullying, and offensive/sexist comments referring to a woman’s private life.

A survey conducted by Amnesty International and Ipsos Mori found that 17% of women respondents in Poland reported having experienced abuse or harassment online at least once.

Legal framework and policy approach to gender-based cyber violence

Recently, the Polish government is considering withdrawing from the Istanbul Convention. The treaty has been misconstrued via populist rhetoric, framed as a threat to national sovereignty and an example of too-liberal Western influences. Opponents claim it promotes LGBT rights and threatens Christian morality. Poland ratified it back in 2012, but even then a minister called it a feminist “invention to justify gay ideology”. Zbigniew Ziobro, a lawmaker from United Poland, said that Poland already has a “higher level of protection of women than in the convention”.

Apparently, the government “has not used [the Istanbul convention] to advance much legislation that protects women.” Instead, the government is campaigning to instate their own version of the Istanbul Convention. According to interviewees from the Helsinki Foundation for Human Rights, this new law operates on the premise that the family, not the individual, deserves protection from the State. Families are where an individual can grow and flourish, and any problems that arise should be dealt with within the family, with the State refraining from any intervention.

Fortunately, there is a Program for reducing crime and anti-social behaviour: Safer Together 2018-2020. Previous instalments of this program (2007-2015) did not focus on the Internet or cybercrime/violence. However, more recent calls for proposals have resulted in projects focused on these issues being co-
financed. “Soft actions, which are still implemented in projects, meet the challenges of modernity and relate to the dangers of the Internet, such as hate, cybercrime”; its main aim is to ensure safety in public spaces, and to support activities for the safety of local communities.

In 2017, the Education Development Centre offers training on violence prevention in schools, including a course on “How to Deal with Cyber Violence. A Guide for Schools.”

In 2016, the Government Plenipotentiary for Equal Treatment conducted a national Internet and radio campaign on the unacceptability of sexual violence against women. Also aimed to dispel harmful myths and stereotypes about sexual violence.

Interviewees mentioned there are provisions in the Criminal Code against hate speech and stalking, but these are general and do not address the gender aspect. Similarly, there are laws containing articles that criminalise libel and slander. Interviewees also pointed out that in some cases one could refer to labour law when it comes to sexual and/or general harassment if the cyber violence occurs in one’s workplace context.

Institutional framework and role played by national authorities

As an example of an organisation dealing with cyber violence (not necessarily gender-related, however), Samurai Labs combats cyberbullying, online harassment, and other forms of cyber violence through AI. They develop tech that can detect these forms on internet chats, such as ISPAD, “a system for identifying public threats and preventing violence among soccer hooligans that was deployed in coordination with the Polish National Police and Central Investigative Bureau.”

The Empowering Children Foundation has been running a social campaign called Stop Cyberviolence, involving press, TV and radio advertisements to draw adults’ attention to the scope of cyberviolence and the role of parents in ensuring children’s Internet security. It is in cooperation with the Orange Foundation under their Child on the Web campaign and the European Commission’s Safer Internet Plus Program.

In addition, the website www.dzieckowsieci.pl provides downloadable materials for lower secondary school teachers, such as lesson plans and a short film presenting a case of cyberbullying from the perspective of the victim, the perpetrator and the witness. After the film, teachers conduct discussion groups on the situation in the film.

Sources used to prepare the factsheet

- https://www.samurailabs.ai/about-us-new
- https://rm.coe.int/grevio-inf-2020-8-eng/pdfa/16809e5394

Romania

Definition of gender-based cyber violence

---
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The 9 July 2020 amendment to the 2003 Law on Domestic Violence (Law no. 106/2020) defines ‘cybernetic violence’ as including “online harassment, online messages that instigate hatred for reason of gender, online stalking, online threats, publication of information and intimate graphic content without consent” and online “illegal interception of communications”. It further declares cybernetic violence to include social network use or email use “with the aim of shaming, humiliating, provoking fear, threatening, and silencing the victim” of domestic abuse. The list of offences that can be considered cybernetic violence is left non-exhaustive to allow the law to keep up with the evolving nature of the internet.

Within the Law 217/2003, psychological violence includes in the definition not only the sphere of Article 33 of the Istanbul Convention, but also harassment, as defined by Article 34 of the Convention:

“Art. 4 lit. b): psychological violence - imposing personal will or control, provoking states of tension and mental suffering in any way and by any means, by verbal threat or in any other way, blackmail, demonstrative violence on objects and animals, ostentatious display of weapons, neglect, control of personal life, acts of jealousy, coercion of any kind, lawless pursuit, supervision of the home, workplace or other places frequented by the victim, making phone calls or other types of communications by means of transmission at a distance, which by frequency, content or moment they are issued, creates fears, as well as other actions with similar effect”;

Most common forms of gender-based cyber violence encompass: online harassment, online hate messages, online pursuit, online threats, non-consensual publication of information and intimate graphic content, illegal access to intercept communications and private data.

### Estimates of the scale of the problem of gender-based cyber violence

A survey by the EU Fundamental Rights Agency found that 5% of women in Romania have faced some form of cyber-harassment since the age of 15. Romania had one of the lowest rates in Europe (Sweden and Denmark had the highest rate at 18%). The trends concerning the amount of women who have experienced cyber-harassment reflect the rate of internet access in countries as Romania is also one of the countries with the lowest rates of internet access.

The Romanian National Agency on Equal Opportunities for Women and Men indicated in their responses that they have not found studies or data that elucidate the scale of the problem of Gender-based Cyber Violence holistically. That said, they pointed to a report by Save the Children on the use of their helpline in Romania for dangerous content for children and teenagers. It found that 1,594 of 2,713 (around 59%) of the cases involved material connected to sexual abuse, with most of the children subject were under the age of 10; 90% of these victims were girls.

### Legal framework and policy approach to gender-based cyber violence

9 July 2020, approved amendment to the Law 217/2003 Law on Domestic Violence which declares Cyber Harassment to be a form of domestic violence. The law was approved in parliament following a ruling by the ECHR which declared that Romania failed to protect the privacy of a woman whose Facebook and email account were accessed by her husband, the latter of which also faced charges of threatening behaviour and violence. The ECHR declared that Romanian authorities did not properly investigate the case and that it “failed to take into consideration the various forms that domestic violence may take”.

An issue with this law is that it only defines cyber violence within the context of domestic violence, i.e. between two partners or two former partners. The law therefore cannot apply to cyber violence that occurs outside of such relationships such as by anonymous individuals online. Similar amendments to other laws for example on blackmail, harassment, violation of private life and etc. could be enacted to extend the definition of cyber violence beyond domestic violence. The law also does not include adequate means of
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Protection for victims. The law for example highlights restraining orders as a tool to protect victims but this is not helpful in the case of cyber violence.437

Law 217/2003 also includes a section on psychological violence which has some relevance to gender-based cyber violence as it considers that offences can occur by “making phone calls or other types of communications by means of transmission at a distance”. It defines psychological violence as “imposing personal will or control, provoking states of tension and mental suffering in any way and by any means, by verbal threat or in any other way, blackmail, demonstrative violence on objects and animals, ostentatious display of weapons, neglect, control of personal life, acts of jealousy, coercion of any kind, lawless pursuit, supervision of the home, workplace or other places frequented by the victim”.438

Institutional framework and role played by national authorities

In addition to the police force being in charge of investigating claims of cyber harassment, the amendment to the 2003 domestic violence law tasks the Romanian National Agency for Equality of Opportunity between Women and Men with promoting research to prevent such cyber violence. This includes research into how Artificial Intelligence can play a role.439 The agency has also launched a National strategy for preventing and combating sexual violence “SYNERGY” 2020-2030, that includes measures on gender-based cyber violence.440

Furthermore, the law tasks the Ministry for Transport, Infrastructure and Communications with developing campaigns to increase the awareness of cyber violence, and with helping authorities tackle the issue including through digital literacy training programmes.441

Sources used to prepare the factsheet

- Cîrstea, Monalisa. (Director, Directorate for Preventing and Combating Domestic Violence, National Agency for Equal Opportunities Between Women and Men). “Written responses provided to authors”.
- Stătescu, Monica. (Lawyer, Filip and Company). “Interview with authors”.

Spain

Definition of gender-based cyber violence

There is no official definition of gender-based cyber violence, the organization Ciberintocables defines gender-based cyberviolence as the harassment of one person to another of the opposite sex using the new technologies and all the tools provided by the internet such as social networks, forums, online games, chats etc. Cyber violence is any action produced in the Internet by which a person or group of persons performs a series of acts aimed at intentionally harming one or more people.

There are different types of cyber violence depending on different traits, such as how to do the damage, the subject who performs the actions or intentions of the stalker. The Government Delegation for Gender-Based Violence released a report on “Cyberstalking as a way to exercise gender violence in youth: A risk in the society”, where it lists some types of gender-based cyberviolence:

437 Interview Monica Stătescu, Lawyer, Filip and Company
438 Question responses from Monalisa Cîrstea, National Agency for Equal Opportunities Between Women and Men
440 Question responses from Monalisa Cîrstea, National Agency for Equal Opportunities Between Women and Men
Distribute on the Internet an image (sexting) or compromised data of sexual content (real or false).
Register the victim on a website where a person can be stigmatized or ridiculed.
Create a fake profile on behalf of the victim to, for example, make sexual demands or offers.
Usurp the victim’s identity to, for example, make offensive comments about third parties.
Disseminate online recordings with mobiles in which you are intimidated, assaulted, pursued, etc. to one person.
Register the victim’s email to turn it into spam target, contacts with strangers, etc.
Digitally access the victim’s computer to control their communications with third parties.
Run rumors on social media about reprehensible behavior attributed to the victim.
Pursue and inconvenience the victim in the Internet spaces he frequents on a regular basis.
Use a fake profile with the victim to arrange a digital meeting to carry out some kind of online blackmail, such as grooming.

Estimates of the scale of the problem of gender-based cyber violence

The Government Delegation on “Cyberstalking as a way to exercise gender violence in youth: A risk in the society” noted that empirical studies on cyberviolence are relatively scarce and very recent over time. This implies that, in many cases, the results obtained are not always consistent and, in some cases, directly contradictory. This is why research is needed to enable experts to have complete information and to systematically share knowledge with specialists from other countries. At the moment the studies in Spain do not allow to reach general conclusions and, much less, establish a dialogue with colleagues from other countries to generate a consistent and comparative diagnosis of this problem.

It highlights that there is no systematic and definitive data on the actual percentage of victims of cyberviolence or surveys for a more or less extensive period of time to track the evolution of cyber violence, either in Spain, or in other countries around.

One of these few studies measured the impacts of cyberviolence in minors, noting that the numbers of minors who have suffered this type of aggression on the internet are very high. According to data from a survey conducted by Miguel Hernández University of more than 2,000 minors, 53.7% admit to having suffered social cyber attacks– such as sexual harassment or continuous control by the couple – and up to 78.9% of economic attacks – spam or fraud in the purchase.

According to the organisation CiberIntocables, Cyber harassment can bring four main types of consequences: psychological, social, physical and sexual. The first two can occur directly on the Internet without the need for physical contact. However, the latter two require pre- or post-harassment contact offline; Cyberviolence would occur before or after such physical or sexual harassment.

A 2015 study by the Autonomous University of Madrid and the University of Deusto on Online Sexual Victimization (OSV) sheds some light on the prevalence of Gender Based Cyber Violence. It defines OSV as “pressure through the internet or mobile phones to obtain unwanted cooperation or sexual content” and/or “the distribution or dissemination” without consent of “sexual images or information of the victim”. The sample involved 873 Spaniards between the ages of 18 and 60. The study reported that 1.1% of the sample experienced non-consensual pornography “somebody disseminated or uploaded onto the internet photos or videos with erotic or sexual content without your consent”. Furthermore, 28.2% reported that “somebody has insisted you send erotic or sexual videos against your wishes”. The study also found that OSV was more common in women than men (41.6% vs. 31.9%), more common in younger age groups (39% for 19-24 years old, 43.1% for 25–34, 37.3% for 35-44, 21.4% for 45–60), and more common among homosexuals and bisexuals than heterosexuals (71.8%, 62.5%, and 35.5%, respectively).

A survey conducted by Amnesty International and Ipsos Mori found that 18% of women respondents in Spain reported having experienced abuse or harassment online at least once. When it came to non-consensual pornography, one survey of 873 Spaniards between the ages of 18 and 60 found that 1.1% of

people had experienced somebody disseminating or uploading on to the internet photos or videos with erotic or sexual content without their consent.

**Legal framework and policy approach to gender-based cyber violence**

The Penal Code includes penalties for image based sexual abuse or non-consensual pornography and for all forms of harassment or stalking. Spain punishes the dissemination and sharing of third-party images or audio-visual recordings of a person obtained in a private setting, without their authorisation.

Cyber harassment is a criminal offense that can lead to imprisonment, with prison terms of three months to two years, or a fine of six to 24 months. If a particularly vulnerable person is harassed because of his age, illness or situation, the prison sentence shall be imposed from six months to two years and there shall be no fine.

In the event that the victim and executioner have had a romantic relationship (whether with or without coexistence), or when the messages are addressed to descendants, ascenders or relatives of the ex-spouse, a prison sentence of one to two years will be imposed, or work for the benefit of the community of 60 to 120 days.

It is important to emphasize that in addition to these cyber violence provisions, Spain has specific legislation for gender or domestic violence.

**Institutional framework and role played by national authorities**

The Minister of Health, Social Services and Equality presented the campaign "Ten forms of digital gender violence" promoted by ScreensAmigas with the collaboration of Twitter and the Government Delegation for Gender Violence. The campaign aims to raise awareness and eradicate one of the most common forms of gender-based violence among adolescents, which occurs through the control and limitation of women's digital lives.

Other public resources and measures available to victims are:

- Telephone number and online web to help victims: [https://www.telesor.es/indextelesorweb.php](https://www.telesor.es/indextelesorweb.php). Free, professional and 24/365 care. They serve in 52 languages.
- Attention consultations from all over the territory and coordination of similar services of the Autonomous Communities.
- Referral of emergency calls to 112.
- Information to women victims of gender-based violence and their environment on what to do in the event of abuse.
- Information on victims' resources and rights in employment, social services, financial aid, information resources, assistance and reception for victims of this type of violence.
- Legal advice.
- Derivation of calls made by minors to the ANAR Child and Adolescent Help Phone: 900202010.
- Derivation of calls related to trafficking in women and girls for sexual exploitation on the phone of the Ministry of the Interior: 900105090.

**Sources used to prepare the factsheet**

Sweden

Definition of gender-based cyber violence

There is no current legal definition of gender-based cyber violence. The Swedish International Development Cooperation Agency uses the Association for Progressive Communication’s (APC) definition of Gender-Based Violence Online in its activities. It defines Gender-Based Violence Online as “acts of gender-based violence that are committed, abetted or aggravated, in part or fully, by the use of information and communication technologies (ICTs), such as mobile phones, the internet, social media platforms, and email”. Furthermore, it defines gender-based violence as “any harm or suffering that is perpetrated against a woman or girl, man or boy, and that has a negative impact on the physical, sexual or psychological health, development or identify of the person”. The definition further notes that “the cause of the violence is founded in gender-based power inequalities and gender-based discrimination”.

Studies indicate that when facing online cyber harassment, men are more likely to be subjected to threats, defamation, and derogatory references to their competences and profession. Women on the other hand are more likely to be exposed to sexist and sexually charged offences. Such offences include but are not limited to posting derogatory remarks or sexual images.

Estimates of the scale of the problem of gender-based cyber violence

In response to our questions, the Swedish government has noted that the absence of an established definition for gender-based cyber violence makes it difficult to reach an overall conclusion about the impacts.

An EU-wide survey conducted by the European Fundamental Rights Agency found that 18% of women in Sweden faced at least one form of cyber-harassment since the age of 15, the highest level alongside Denmark. The study found that higher rates corresponded with higher rates of internet access, Sweden and Denmark also topping this list. For this study, cyber-harassment was defined as ‘unwanted sexually explicit emails or SMS messages’ and/or ‘inappropriate advances on social networking websites’.

In response to our queries, the Ministry of Justice and the Ministry of Employment provided details of several surveys have been undertaken in Sweden that shed further light on this issue. The Swedish Crime Survey (SCS) polled approximately 74,000 people aged 16–84 years in 2020. According to the SCS 2.6 percent of the population states that they have been subjected to defamation online in 2019. More young people claim to have been subjected to defamation online – with 6.9% of people aged 16–19 years (8.1% for women and 5.5% for men) and 3.3% of people aged 20–24 (2.8% for women and 3.3% for men). Another survey in 2017 of students aged between 15–16 years old found that one in four girls, and one in five guys state that they have been defamed online, and a slightly smaller percentage claims that they have had their privacy violated online in terms of videos or pictures being distributed without their consent.

Sweden: Reported crimes committed through the internet.

<table>
<thead>
<tr>
<th></th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unlawful breach of privacy</td>
<td>n/a</td>
<td>n/a</td>
<td>1,210</td>
<td>1,437</td>
</tr>
<tr>
<td>Against women</td>
<td>n/a</td>
<td>n/a</td>
<td>962</td>
<td>1,181</td>
</tr>
<tr>
<td>Against men</td>
<td>n/a</td>
<td>n/a</td>
<td>248</td>
<td>256</td>
</tr>
<tr>
<td>Defamation</td>
<td>4,414</td>
<td>5,454</td>
<td>4,508</td>
<td>4,585</td>
</tr>
<tr>
<td>Against women</td>
<td>2,535</td>
<td>3,192</td>
<td>2,448</td>
<td>2,442</td>
</tr>
<tr>
<td>Against men</td>
<td>1,879</td>
<td>2,262</td>
<td>2,060</td>
<td>2,143</td>
</tr>
<tr>
<td>Making an unlawful threat</td>
<td>4,107</td>
<td>4,854</td>
<td>5,199</td>
<td>6,409</td>
</tr>
<tr>
<td>Against women</td>
<td>2,246</td>
<td>2,595</td>
<td>2,905</td>
<td>3,448</td>
</tr>
<tr>
<td>Against men</td>
<td>1,861</td>
<td>2,259</td>
<td>2,294</td>
<td>2,961</td>
</tr>
</tbody>
</table>
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The table above shows that reported crimes committed through the internet has risen over the last four years. This may be due to an increase in crimes or due to an increased willingness to report the crimes and/or increased focus from law enforcement on these crimes.

According to an analysis by the Swedish National Council for Crime Prevention (2019) of threat and harassment committed through the internet, there are no marked sex differences in victimisation according to the Swedish Crime Survey. However, more crimes against women are reported to the police, especially when it comes to the unlawful breach of privacy. Women’s higher propensity to report may be because they are subjected to more serious crimes or crimes with more serious consequences.448

A survey conducted by Amnesty International and Ipsos Mori found that 30% of women respondents in Sweden reported having experienced abuse or harassment online at least once.449

Legal framework and policy approach to gender-based cyber violence

There is currently no properly defined legal basis for gender-based cyber violence in Sweden. Crimes can be defined under defamation, molestation or hate crimes but since these laws do not explicitly refer to forms of gender-based cyber violence, it can be difficult to prosecute such acts. Such acts can be tried under unlawful harassment and unlawful threats.

In trying cyber violence, defamation laws have been applied, considering such acts as threats and violations to privacy. A rare example of prosecution by authorities concerned an incident in 2016 when an Instagram account created by two teenagers posted pictures of other local teenagers coupled with allegations of their sexual activity. A clear gap in defamation laws is the fact that non-consensual pornography does not constitute defamation. The highest court in Sweden noted that defamation is defined as ‘exposing someone to the disrespect of others’ and ruled that publishing a naked or sexual image of a woman cannot be considered as such as it is normal for adults to be sexually active. It has been noted that the women victims of sexual images being published online or offensive remarks can sometimes be prosecuted under molestation laws.450

Hate speech is another area that can be applied for gender-based cyber violence. Nevertheless, while hate speech is criminalised, gender is not included within its legal definition. New legislation is being considered to expand the definition of what is considered harassment or defamation to include incidents occurring online. Acts online that threaten a person’s privacy and integrity would be considered. Non-consensual pornography would be considered a harm to a person’s privacy or integrity under such a law. 451

Threats can be prosecuted but it is dependent on its seriousness and limited to protecting a person’s life and health. This means that the threat of disseminating explicit photos is only criminal if the person gives into the threat, in which case the act can be prosecuted as unlawful coercion or sexual coercion. 452

The Women’s Lobby in Sweden has argued that to comply with Article 5 ‘Sex Role Stereotyping’ of the CEDAW, there needs to be a law banning non-consensual pornography.453

On 1 October 2019 new legislation was implemented requiring telecommunications and internet operators to store data on subscriber information needed for government agencies’ work on crime prevention. The data stored must contain information on the identify of individuals using the communication channels as
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well as when, where and how they communicated. Data must be stored for two months. It was previously possible require storage for 6 months but this was banned by a ECJ ruling.\(^454,455\)

**Institutional framework and role played by national authorities**

The Swedish Police Authority receive reports of cyber crimes and are in charge of investigating. Nevertheless, in addition to the legislative gaps identified above, it has been noted that the police lack competencies to properly investigate such cyber crimes.\(^456\) The Swedish government has noted that the Swedish Police is now cooperating with global internet companies to receive information on users for the purpose of identifying suspected criminals. Includes requests for information on perpetrators of unlawful threats.\(^457\)

The Swedish Ministry of Employment has two ministers, one Minister for Employment and one Minister for Gender Equality. The Minister, Åsa Lindhagen, is in charge of anti-discrimination and anti-segregation. In an op-ed in the Huffington Post, a previous minister has highlighted women’s right to internet safety as an important part of their efforts at gender equality. In tackling this issue, the minister cited the importance of changing norms around masculinity to make it less associated with strength and violence. This would be done through education measures. Awareness campaigns on what constituted a cybercrime were also highlighted as an important preventative measure.\(^458\)

Proposals to change laws over cyberviolence have been submitted to the Ministry of Justice. The status of such proposals is unclear.

**Sources used to prepare the factsheet**

- Swedish Ministry of Justice and Ministry of Employment. “Written responses provided to authors”. 2020
- The Local. (2019). What’s new in Sweden? Here are five important events in October
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Research paper

This research paper presents estimates of the economic costs of gender-based cyber violence in the European Union and the impact of policy options at the EU level on the potential reduction of these costs. The paper focuses on two forms of cyber violence: cyber-harassment, and cyber-stalking, and on the population of females aged 18 to 29 years old. The costs considered are: healthcare costs, legal costs, quality of life costs, labour market costs and lost tax revenue for the State budget. It is estimated that cyber-harassment costs on average between €14 and 18 billion per year, while cyber-stalking costs between €10 and 14 billion. Among the policy options, those that are assumed to have an impact on reducing the extent of gender-based cyber violence hold higher chances of leading to considerable cost reductions. These are legislative options that involve the introduction of a harmonised legal definition and non-legislative options that increase the cooperation between tech companies and judicial system, to effectively prevent gender-based cyber violence.
Executive summary

This research paper presents estimates of the costs of gender-based cyber violence in the EU and assesses the economic benefits associated with eight EU-level policy options. This study complements the work conducted by CSES (2021) for the EPRS on the European added value assessment on combating gender-based cyber violence.

Study methodology

There are a number of methodological concerns that need to be addressed before estimating the costs of gender-based cyber violence. First, the scarcity of data on the prevalence of cyber violence is an important concern for the study. The most comprehensive and harmonised data on cyber-harassment and cyber-stalking at the EU level is the FRA (2014) survey on violence against women, which was collected in 2012. More recent data exist only for cyber-harassment and refer to 2019. This study combines three sources of information on prevalence to estimate the baseline costs of gender-based cyber violence: the FRA survey data from 2019 and 2012, and regression-based estimates of the proportion of cyber-harassment and cyber-stalking obtained exploiting the correlation between cyber-harassment/stalking and social media use among the population of interest. The three data sources are used to produce alternative scenarios of prevalence and baseline costs. The estimates of prevalence obtained from these data sources are compared with evidence collected from national studies and from case-study research conducted by CSES for the EPRS, to understand their reliability and robustness. Data availability is also a concern for other parameters used for the cost estimation. For instance, there is little evidence at the EU level on the incidence of mental health issues among victims of gender-based cyber violence. This study’s assumptions on the proportion of victims who develop anxiety or depression disorders are based on available evidence from single-country studies, rather than EU level studies. There is also little quantification on the costs of legal procedures for gender-based violence or cyber violence. The most recent evidence at the EU level (used in this study) dates back to 2007 and refers to commercial and family law judicial procedures.

Due to these data limitations, the present study quantifies costs for only two forms of gender-based cyber violence: cyber-harassment and cyber-stalking. While these are the most prevalent forms of cyber violence, focusing only on these two forms of cyber violence limits the scope of the study. As a consequence, the total costs of cyber violence estimated in this study should be interpreted as a “lower-bound” costs. Finally, this study focuses on the 18-29 age group. Due to data availability, prevalence among younger age groups, i.e., 12-17 years-old cannot be precisely estimated, and it is just discussed based on evidence collected at the national level. The approach used for the estimation of the costs is a bottom-up approach, which consists of finding information on cost per-victim in each country, and then adding up the costs at the EU level.

The costs of gender-based cyber violence are both monetary and non-monetary. Non-monetary, or intangible costs are those that cannot be quantified in monetary terms. Examples of intangible costs are the psychological costs for victims of withdrawing from social media or the costs of relocating and losing their network of relationships. This study considers and quantifies some among the monetary costs.
Baseline costs results

Total baseline costs for the 18-29 age group were estimated at between 24 and 34 billion Euro per year. These include

- **Legal costs**, if victims decide to seek legal recourse.
- **Quality of life losses** due to poor mental health, and especially the development of depression and anxiety, which are the most cited mental health disorders associated with cyber violence.
- **Individual direct health costs**: victims who develop mental health issues bear a range of costs associated to the treatment of mental health conditions.
- **Labour market costs**: loss of income due to lower labour market participation, lower productivity, absenteeism, or job loss.
- Losses for the State budget: **lost tax revenue**, due to lower labour market income of women not participating or being less productive in the labour market.

Despite cyber-stalking being less prevalent than cyber-harassment, the estimated total cost per victim is higher for cyber-stalking than cyber-harassment. This is the consequence of the assumptions that cyber-stalking, being a more severe form of cyber violence, leads to more severe mental health consequences, which drive quality of life, labour market and lost tax revenues. The magnitude of the estimated costs per-victim is in line with findings from studies from specific countries on gender-based cyberviolence.

Economic impact of different policy option

The study conducted by CSES develops eight EU-level policy options for combating gender-based cyber violence. The present study assesses the economic benefits of most of these policy options (some cannot be quantified). Economic benefits are intended as reduction of baseline costs associated with each policy option. CSES analyses both legislative and non-legislative options.

Legislative options are:

- **Option 1**: EU accession to the Istanbul Convention or the development of similar EU legislation.
- **Option 2**: Develop a general EU Directive on (gender-based) cyber violence.
- **Option 3**: Develop EU legislation on the prevention of gender-based cyber violence
- **Option 4**: Strengthen the existing legal framework.

Non-legislative policy options are:

- **Option 5**: Facilitate EU and national level awareness raising.
- **Option 6**: Support national level victim support and safeguarding services.
- **Option 7**: Conduct research on gender-based cyberviolence.
- **Option 8**: Expand the existing EU collaboration with tech companies on illegal hate speech.

The economic assessment of each policy option suggests that options that have a direct impact on total prevalence, e.g., through better and more effective law enforcement (options 1 and 2) or through the limiting of the spread of cyber violence via the involvement of tech companies (option 8) hold higher chances of considerably decreasing the costs of cyber violence. As mental health consequences of cyber violence are among the most important cost drivers, options that mitigate these negative health effects are also valuable. A reduction in the mental health consequences of
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cyber violence can be achieved, for instance, through enhanced victims’ support services at the national level (option 5 and 6).

Through the levers mentioned, the policy options have potential to reduce the baseline costs of gender-based cyber violence to an extent that offsets the costs of implementing the policy options. The estimated benefits (or the reduction in baseline costs) vary by policy option. For example, policy option 5 has potential to reduce the baseline costs by 1 to 5% while policy option 8 has potential to reduce baseline costs by 15 to 24%. Overall, the economic analysis supports CSES (2021) conclusions that a combination of legislative and non-legislative options could reduce baseline costs further and generate more benefits.
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1. Introduction and motivation

This paper focuses on the economic costs of cyber violence. Cyber violence is widely considered to be a form of gender-based violence as it often targets individuals based on their gender and uses tactics of intimidation and harassment. Women, particularly young women, are disproportionately targeted and impacted by cyber violence (EIGE, 2017; Plan International, 2020). Women who are vocal online are also often affected, such as activists and journalists, showing that the internet is not only a place where women can have their voices heard but also one where attempts are made to silence them (IFJ, 2017). The nature of the cybersphere means the form and impact of the harm are often different to those experienced offline. It allows perpetrators a degree of anonymity and impunity that is not otherwise available, for example, through simply creating new social media accounts if one is blocked by the platform provider. The nature of the harms inflicted online may also differ; the internet allows material used to intimidate or shame individuals to be shared both quickly and widely. Individuals can also be bombarded with abuse from multiple perpetrators operating from different geographical locations. The ability of individuals to avoid online abuse is also made difficult by the embeddedness of the internet in daily life, including in workplaces.

There are nonetheless similarities between cyber violence and violence that occurs in-person. GenPol describes how it is helpful to think of the two as in a continuum. They can involve similar methods, such as online and in-person stalking, have similar impacts, such as negative impacts on an individual’s mental health (GenPol, 2019, p. 8). Cyber violence is arguably the most recent tool in a much longer history of gender-based violence, discrimination, and inequality.

The extent of cyber violence has been documented as widespread and having a significant impact on individuals and society (GenPol, 2019; Plan International, 2020; EIGE, 2017). According to EU-FRA (2014), in Europe, one in ten women have experienced cyber violence since the age of 15. The related economic costs are therefore also likely to be significant but are currently underexamined. This research paper aims to address this gap in understanding and help policymakers to assess the social and economic costs of cyber violence in the EU. Relevant cost categories include the impact on: public services, including the cost of provision of mental health services; the legal sector, in terms of access to justice for victims; and on the economy, such as through loss of income or engagement in the workplace by those impacted. Attaching a monetary value to the issue enables easier comparison to other potential areas for policy action, and promote more informed decision-making regarding resource allocation across different policy areas (EIGE, 2014).

Analysis of the economic cost of cyber violence may also show the cost of inaction and lack of financial prioritisation, leading to increased policy and legislative action. This is likely to be the case regarding cyber violence as legal action has to date been very limited. While there are directives and extensive policies regarding gender-based violence more broadly, EIGE describes how “the EU does not yet have a common approach or even a common definition for cyber violence, which means that each country defines and punishes it differently. Some countries do not even consider it a crime” (EIGE, 2017). Through analysis of the costs of cyber violence, this research paper aims to inform policy and legislative discussions on this underregulated topic and tackle an often invisible but increasingly present threat.

This paper is organised as follows. The next section describes the methodology of the study. Section 3 describes data sources and assumptions. Section 4 describes the baseline results. Section 5 focuses on the impact assessment of the different policy options. Section 6 concludes.
2. Methodology

This section outlines the methodology of the study. It first develops general considerations to motivate the choice of the methodological approach, including data availability issues, scope of the analysis (forms of cyber violence, types of costs and age groups) and limitations. It then details the bottom-up methodology used for the estimation of baseline costs and the approach for the assessment of policy options.

2.1. Considerations informing the methodological approach

2.1.1. Prevalence of gender-based cyber violence

An essential element in the computation of the economic costs of any phenomenon or policy, is the understanding of the scale of the population affected. In the case of gender-based cyber violence, this amounts to determining the number of victims in each Member State (and at the EU level). The ideal data for such assessment would be recent comparative data, harmonised at the EU level (i.e., collected using the same methodology and questionnaire in each Member State). As explained in Section 3, the only comprehensive EU-wide survey that includes questions on gender-based cyber violence is the EU-FRA survey on violence against women (EU-FRA, 2014). This survey, however, was conducted in 2012 and no follow-up has been carried out afterwards. Since 2012, it can be reasonably assumed that the prevalence of gender-based cyber violence has substantially increased, considering the rapid increase in the use of social media and availability of consumer handheld devices. Hence, despite its value, the EU-FRA 2012 survey results are out of date and we cannot rely only on them to determine the current scale of gender-based cyber violence. EU-FRA has recently conducted a survey on fundamental rights (i.e., containing a question on cyber-harassment, but not on cyber-stalking. The last wave of the Eurofound EQLS (European Quality of Life) Survey, conducted in 2016, includes a question of cyber-harassment. The question is formulated differently than in the EU-FRA 2012 and 2019 surveys, which raises some comparability concerns. Some national studies have developed surveys on gender-based cyber violence, and there exist comparative studies that include estimates for a few EU Member States. The problem with the evidence from national studies is that the data collections often greatly differ in terms of methodology, typology of cyber violence under study, age groups, and definitions. These discrepancies undermine the comparability of results across countries. Multi-country studies are useful, although they do not include results for all EU Member States.

The present research attempts to overcome the above data limitations by combining evidence from different sources: the EU-FRA 2012 and 2019 surveys, information collected from existing literature (i.e., single- and multi-country studies) and regression-based predictions of prevalence of cyber violence in 2019. The latter exploit the correlation between cyber-harassment / cyber-stalking and social media use in 2012 to project prevalence of cyber violence in 2019. The analysis of multiple sources of evidence provides a reliable range (if not a precise estimate) of the prevalence of gender-based cyber violence in the EU.

2.1.2. Forms of gender-based cyber violence

CSES (2021) lists the most prominent forms of gender-based cyber violence found in the literature. These are: cyber-stalking, cyber-harassment, gender-trolling, cyber-bullying, hate speech, online flaming, revenge porn and doxing.3

The present study focuses on cyber-harassment and cyber-stalking, and provides, whenever possible, separate estimates for the costs of these two forms of gender-based cyber violence.

This choice is driven by three orders of considerations. The first is data availability. As described at the beginning of this section, quantitative evidence on gender-based cyber violence for the EU is scarce. Whenever data is available, cyber-harassment and cyber-stalking are the most common form of violence addressed. A second consideration is that some forms of cyber violence, although distinct in legal terms, tend to overlap in practice. Cyber-harassment, for instance, often “involves trolling, cyber-bullying, flaming, hate speech and other text and message-based forms of gender-based cyber violence” (CSES, 2021). Hence, it is reasonable that by focusing on cyber-harassment and cyber-stalking we can capture other types of cyber violence. Finally, in economic terms, a distinction among different typologies of cyber violence is meaningful insofar as these forms of cyber violence generate different impacts and hence different costs. Based on the analysis of the impacts developed in CSES (2021), the typologies of cyber violence seem associated with similar mental health consequences for the victims and similar tangible impacts stemming from those mental health consequences. For instance, all typologies of cyber violence are associated to depression, anxiety, and paranoia. More severe forms of mental health impacts are identified for cyber-stalking, which can lead to suicidal behaviour. Indirect costs of these mental health issues are mainly related to lower labour market participation of victims, who can lose their job because of their reputational damage (e.g., with revenge porn), withdraw from the labour market or have fewer opportunities to find a new job. In economic terms, all these impacts would translate in the loss of labour market income both for the individual and the State budget (lost tax revenue).

The main differences among the typologies of cyber violence seem to lie in the “intangible” impacts they generate. For instance, cyber-harassment and doxing seem to be more often associated with withdrawal from social media and public discourse, which can undermine a person’s overall network of relationships and have larger societal impact (as participation to democratic life of one group of the population is de facto precluded). Revenge porn and doxing have an immediate impact on individual privacy. Cyber-stalking is associated with withdrawal from social life in general, with maybe larger impacts on individual life.

From all the considerations above, accounting only for cyber-stalking and cyber-harassment might be only a partial limitation of the scope of the analysis, as these two forms of cyber violence have similar effects than the others and embed some of the others. However, when interpreting the estimates, it should always be considered that actual costs at the Member State and EU level might be higher if the analysis could account for all types of cyber violence.

2.1.3. Typologies of costs

Gender-based cyber violence, as any social phenomenon or social policy, is associated with a range of tangible and intangible costs. Tangible costs are those that can be monetised.4 For instance, direct healthcare costs can be valued knowing the cost of the treatment of specific diseases. Intangible costs are those that do not lend themselves to a monetary valuation. For instance, the

---

3 See CSES (2021) for the definitions of each forms of gender-based cyber violence.
costs of withdrawing from social media does not have a direct monetary value, but it is still an important cost that can have long-lasting repercussions on the victims’ lives. Some cost-types can have both a tangible and intangible component. For instance, the cost of relocating has direct moving costs (e.g., the cost of moving to a new house, travel costs), but it has the much higher intangible cost of losing touch with one’s own network of friends and relatives.

The present research paper quantifies the following tangible costs:

- **Legal costs**, if victims decide to seek legal recourse.
- **Quality of life losses** due to poor mental health, and especially the development of depression and anxiety, which are the most cited mental health disorders associated with cyber violence (see, for instance, Acquadro Maran and Begotti, 2019, Begotti et al, 2020; Fissel and Reyns, 2019; Stevens et al, 2020).
- **Individual direct health costs**: victims who develop mental health issues bear a range of costs associated to the treatment of mental health conditions and/or other conditions that are associated with poor mental health (see Prince et al., 2007).
- **Labour market costs**: i.e., costs related to labour market income due to lower labour market participation, lower productivity, absenteeism, or job loss.
- Losses for the State budget: lost tax revenue, due to lower labour market income of women not participating or being less productive in the labour market.

Based on CSES (2021), the range of intangible costs of gender-based cyber violence include the invasion of individual privacy (as in the case of revenge porn and doxing), damage to personal relationships and loss of individual social network, withdrawal from society, relocation due to shame and defamation (e.g., in the case of revenge porn) and lower participation in democratic life.

Another notable distinction is between the **long- and the short-run costs** of gender-based cyber violence. Whether a cost can be classified as short or long-run cost depends on the assumed duration of the consequences of gender-based cyber violence. Victims can experience immediate health or legal costs, to cope with the immediate consequences of cyber violence (short-run cost). In addition, if the victims remain in a prolonged disadvantage in terms of labour market or social life participation, they can bear costs for a longer time span (long-run cost). An assessment of long-run costs would be possible if longitudinal survey data on victims of cyber violence were available, which allowed observing victims over time.⁵

### 2.1.4. Age groups

Due to data availability, the present analysis focuses on the 18-29 age group. We are aware that, as confirmed by national research conducted in CSES (2021), minors (in the age group 12-18) are more likely to be victims of gender-based cyber violence. Although we do not have precise data on prevalence among the teenager population, we can assume that prevalence is higher than among the adult population. Hence, when interpreting the cost estimates we can assume that these will have to be scaled-up by a given percentage to account for the costs of gender-based violence in the younger age group.

### 2.1.5. Limitations of the methodological approach

The estimates presented in this study are under-estimates for three main orders or reasons: the focus on a single age group, the monetisation of only some types of costs, and the focus on only some

---

⁵ The cost estimates presented in this paper assume that the costs of gender-based cyber violence remain as the baseline (with the appropriate discount rate) in the business-as-usual scenario.
forms of cyber violence. This section describes these limitations and the implications for the interpretation of the results.

- **Focus on a single age group**, i.e., females aged the 18-29 years old. The decision to quantify costs only for this group is driven by data availability. However, given the large prevalence of gender-based cyber violence among minors, our estimates are unavoidably leaving out an important share of the costs.

- **Focus on only two forms of cyber violence**: cyber-harassment and cyber-stalking. Although these two forms seem, from the research results in CSES (2021) the forms that bear more serious consequences, (and hence costs) for the victims, it should be acknowledged that other forms of gender-based cyber violence that the present analysis does not consider can also bear additional costs to the victims, the healthcare sector, and the economic system.

- **Monetisation of only some types of costs**. Although it is common for cost-estimations of social phenomena to have a mix of tangible and intangible costs, gender-based cyber violence (like gender-based violence) is associated with a number of potentially high intangible costs, related to the psychological consequences of the victims, loss of social network, lack of trust on others, and more. In addition, the range of tangible costs that can be monetised does not fully consider all the potential tangible costs of cyber violence. The present paper focuses on the costs that are likely, according to the literature, to account for the largest share of the costs associated with gender-based cyber violence and for which there exist reliable data for cost estimation.

### 2.2. Bottom-up cost estimation

This study uses a **bottom-up approach** for the cost estimation\(^6\). This approach allows accounting for all costs generated for different actors. For the estimation of baseline costs, the methodology follows the steps below:

- **Identification of types of costs and actors involved**: This has been done in Section 2, which explained that costs will be computed for individuals and the state budgets and provided a list of relevant costs.

- **Estimation of prevalence in each Member State**, combining various data sources, as explained in Section 2.1.1.

- **Collection of data on unit costs**, using existing literature and publicly available data sources. Previous studies on gender-based violence or cyber violence were consulted for unit legal and healthcare costs, and to formulate assumptions on the percentage of victims who develop mental health disorders and the impact of mental health on employment and productivity. Publicly available sources consulted were: the Eurostat and OECD online databases (for macroeconomic and labour market variables) and the Global Burden of Disease online data tool for the estimation of quality of life costs.\(^7\)

- **Estimation of total costs by type**. This is done by multiplying each unit cost computed at Step 3 by the total female population of victims within the age group of interest (obtained in Step 2).

- **Computation of EU27 costs**. In this final step, all the costs computed in Step 4 are summed up to obtain the total costs of gender-based violence at the EU level.

---

\(^6\) The reminder of the section refers to the computation of costs of gender-based cyber violence, but, as explained earlier, whenever possible, we will provide separate estimates for cyber-harassment and cyber-stalking.

\(^7\) [http://ghdx.healthdata.org/gbd-results-tool](http://ghdx.healthdata.org/gbd-results-tool)
Baseline estimates from the bottom-up approach will be compared to estimates from other studies. The most relevant studies used for comparison are: a study estimating the costs of cyber violence in Australia (The Australia Institute, 2019), a study estimating the costs of domestic violence in the UK (Oliver et al, 2019) and the EIGE (2014) study on the economic costs of gender-based violence. The first two studies are used to assess whether the costs per-victim estimated in the present study are plausible and in line with what estimated in other countries. EIGE (2014) is an EU-wide study estimating the costs of several forms of gender-based violence but does not consider psychological violence or cyber violence. Hence, cost per victims in the EIGE study are not comparable to those presented here. However, the EIGE estimates will be used to assess whether the resulting costs of gender-based cyber violence are of a reasonable order of magnitude. Intuitively, the costs of gender-based cyber violence should be much smaller than the total costs of gender-based physical violence, which has higher unit costs and is more widespread.

2.3. Assessment of policy options

The assessment of the economic benefits of potential policy options will be based on the analysis and description of policy options developed in the CSES (2021) study.

First, it will consider which cost levers are affected by the different policy options. Levers may include the rate of seeking legal recourse, the prevalence of gender-based cyber violence and impact on mental health. Both tangible and intangible costs can be affected, and the direction of the impact can differ depending on the cost types. For instance, a policy that intensifies legal support for victims could increase legal costs, due to a higher rate of victims pressing charges against their perpetrators. These costs could be offset by the benefits that accrue to victims and society.

For intangible costs, the assessment will be mostly qualitative, and will provide a description of the direction of the change of costs, but not their magnitude (as these costs are not quantifiable). For tangible costs, assumptions will be formulated on the potential changes in relevant model parameters, and the resulting cost reduction will be computed.
3. Data sources and assumptions

This section describes the data sources used in this study. It starts with the data for the estimation of prevalence of gender-based cyber violence and then describes the sources used for the valuation of unit costs.

3.1. Sources of prevalence data

As mentioned earlier, data on prevalence of gender-based cyber violence is scarce. Hence, to estimate the total number of women victims of gender-based cyber violence, it is necessary to rely on credible proxies, gathered from a number of sources at the EU and Member State level.

3.1.1. EU-FRA surveys

The first, and widely cited data source for the study of cyber violence is the survey conducted in 2012 by the EU Fundamental Rights Agency (FRA). The survey interviewed 42,000 women across the EU27 Member States and the UK and investigated whether women experienced physical, sexual, and psychological violence, including intimate partner violence (see EU-FRA, 2014). Interviewees were aged 18 years and older. EU-FRA publishes the results in an online data tool, by age, education, and employment status. Data were extracted for females in the 18-29 age group (all education and employment statuses).8

Of interest for our purposes, the survey asks whether respondents experienced cyber-harassment or cyber-stalking since the age of 15 over the twelve months before the interview. The results for cyber-harassment or cyber-stalking in the twelve months before the interview are used in the present study as estimates of prevalence.

Cyberharassment is defined in the 2012 FRA survey as follows: “Cyber-harassment refers to women’s experiences of sexual harassment that involved 1) Unwanted sexually explicit emails or SMS messages that offended her, 2) Inappropriate advances that offended her on social networking websites such as Facebook, or in internet chat rooms.” As to cyber-stalking, respondents are classified to have experienced this form of gender-based cyber violence if they answers “yes” to the survey question: “In the past 12 months, has the same person repeatedly done one or more of the following things to you: 1) Sent you emails, text messages (SMS) or instant messages that were offensive or threatening, 2) Posted offensive comments about you on the internet, 3) Shared intimate photos or videos of you, on the internet or by mobile phone?”9

The 2012 FRA survey accurately describes two of the most prevalent forms of cyber violence. However, it was conducted over 9 years ago, which casts doubt as to whether it can still provide reliable estimates of the prevalence of the phenomenon. Given the spread of the use of social media, especially among the youngest age-groups, cyber violence is likely to be more widespread today than it was in 2012.

---

8 We have also analysed results for the overall population of women, to see how they compare to the results for the 18-29 age group.
9 The definitions of cyber-stalking and cyber-harassment can be found in EU-FRA (2014) (page 97 for cyber-harassment, and page 87 for cyber-stalking). These questions can be seen in their context by consulting the survey questionnaire, which is available at https://fra.europa.eu/sites/default/files/fra-violence-against-women-survey-questionnaire-1_en.pdf. For example, the questions concerning harassment also included an introduction, to help respondents focus on incidents they considered unwanted and offensive.
A second source, still from EU-FRA, is the 2019 Fundamental Rights survey. This survey provides information on cyber-harassment by sex, but not cyber-stalking. Moreover, while the 2012 survey referred explicitly to sexual cyber-harassment, the 2019 survey focuses on general forms of cyber-harassment. Data for this analysis were obtained directly from FRA from women of the age group of interest. In the FRA Fundamental Rights Survey, respondents (men or women) are classified as victims of cyber-harassment if they declared to have experienced either or both of the following forms of cyber violence:

- Somebody has sent the respondents mails or text messages that were offensive or threatening.
- Somebody posted offensive or threatening comments about the respondents on the internet, for example on YouTube, Facebook, Instagram, Pinterest, Snapchat, LinkedIn, Twitter, WhatsApp.

The survey asked about experience of cyber-harassment in the 12 months before the interview and in the previous five years. For consistency with the variable selected in the 2012 FRA survey, the present analysis uses cyber-harassment in the 12 months before the interview.10

### 3.1.2. Eurofound, European Quality of Life Survey

The European Quality of Life Survey (EQLS) is conducted every four years by the European Foundation for the Improvement of Work and Living Conditions (Eurofound). It covers the EU27 Member States, EU candidate countries and the UK. The survey targets individuals (both men and women) aged 18 years and older and covers a range of topics, e.g., job/life satisfaction, time use, experience of discrimination. The 4th wave of the EQLS, conducted in 2016, contained for the first time a question about online harassment. The question simply asks respondents to indicate whether they ever experienced online harassment over the last 12 months (question Q104 in the EQLS questionnaire, see Eurofound, 2016). EQLS microdata were obtained from the UK data service11, and prevalence of cyber violence among women aged 18-29 was computed directly from the microdata.12

The estimates obtained from EQLS and EU-FRA surveys are only partially comparable, because the wording of the questions used to collect information differ in the two surveys. Given that the EU FRA survey on human rights in 2019 provides more recent data on cyber-harassment, this survey is used in the present study for the estimation of the costs. EQLS figures on prevalence are still presented (in Section 4) for comparison.

---


11 [https://ukdataservice.ac.uk/](https://ukdataservice.ac.uk/)

12 The proportions were weighted using the appropriate survey weights in the EQLS, i.e., variable WCalib_crossnational_EU28, as recommended by Eurofound. This is the recommended weight for producing EU28 averages and country averages (for EU28 Member States only).
3.1.3. National sources

At the Member State level, there have been some attempts to measure the phenomenon of gender-based cyber violence. The national evidence covers in many cases the younger age groups, which are likely to be particularly exposed to this form of violence. From this perspective, national evidence can provide a better picture of the current status of gender-based cyber violence in some Member States. However, the use of national results brings cross-country comparability issues. Each national study used different survey methodologies and questionnaires. However, given the scarcity of quantitative data on the phenomenon, it is useful to examine the evidence at the national level, to understand to what extent it differs from the EU-level estimates. The national evidence considered in this study was gathered from the following sources:

- **Country fiches developed as part of the CSES (2021) study.** The country fiches explored the scale of gender-based violence in 12 Member States. All the fiches report a general scarcity of data at the national level. For six out of 12 Member States, it was possible to find reliable data on gender-based cyber violence. However, the figures refer to different age-groups and generally, to different forms of cyber violence.

- **Two recent studies on gender-based cyber violence** provide data on prevalence. Dhrodia (2017), analysed gender-based cyber violence among women aged 18-55 in eight countries (United Kingdom, United States, New Zealand, Spain, Italy, Poland, Sweden, Denmark). The survey interviewed around 500 women in each Member State and provides estimates of the prevalence of (any type of) cyber violence in each country. A recent study for Austria (Research Center Human Rights of the University of Vienna et al, 2018), conducted a representative survey of 1,005 women aged 15 years and older. The study contains estimates of the prevalence of cyber violence by age group. As noted in the study, these estimates are comparable to the ones reported for Austria in the EU-FRA survey.¹³

3.1.4. Estimates of prevalence of gender-based cyber violence in 2019

An additional source of prevalence are regression-based predictions of gender-based cyber violence in 2019. These estimates exploit the actual association between cyber violence and use of social media in 2012 in the EU27 Member States. Data on the use of social media were obtained from the Eurostat online database,¹⁴ which reports the share of the population who regularly participate in social networks, by sex and age.¹⁵

With these data at hand, we estimated a simple linear regression where the dependent variable is prevalence of gender-based cyber-harassment or cyber-stalking in 2012 for the female population.

---

¹³ If comparing the ESC (2018) estimates with those obtained from the FRA question on cyber-stalking and cyber-harassment in the last 12 months. Notice that this is different from the estimates used in this research paper, which are based on the questions on cyber-harassment and cyber-stalking since the age of 15. Another frequently cited study in the area is the one conducted by the Pew Research Center (2017), focusing on online harassment in the US. Although this study is valuable in terms of methodology and the results are interesting, we have decided not to use it to proxy EU-level prevalence as the study does not focus on an EU-Member State. Incidentally, we also notice that the magnitude of the prevalence provided in this study (around 25% among the female population) is roughly comparable with the FRA estimates and the estimates of the Austrian study cited in the main text.

¹⁴ Internet use: participating in social networks (creating user profile, posting messages or other contributions to Facebook, twitter, etc.), Eurostat indicator [isco_ci_ac_i], retrieved on 10/01/21.

¹⁵ Unfortunately, the Eurostat database does not provide data for exact age group we are interested in (18-29). The closest age groups to the one of interest are: the 20-24 and 25-29. The shares of social media use for this group of the population where multiplied by the corresponding total population in each age group (also available from Eurostat, indicator [demo_pjangroup]), to obtain the aggregated 20-29 proportions.
aged 18-29, and the only explanatory variable is social media use in the 20-29 age group. The estimated regressions, one for cyber-harassment and one for cyber-stalking were:

\[ \text{GBCV}_{2012} = a + b \times (\text{Social Media Use})_{2012} \]  

Where:

- \( \text{GBCV}_{2012} \) is the proportion of women aged 18-29 victims of gender-based cyber violence in 2012, according to the 2012 EU-FRA survey. \( \text{GBCV}_{2012} \) is either cyber-harassment or cyber-stalking depending on the regression being estimated.
- \( (\text{Social Media Use})_{2012} \) is the proportion of women aged 18-29 who use social media in 2012, based on Eurostat data.
- \( a \) is the constant term.
- \( b \) is the regression coefficient. It measures the association between social media use and gender-based cyber violence in 2012.

The results of these simple regressions are shown graphically in Figures 2 and 3. Intuitively, the prevalence of the two forms of cyber violence is positively associated with the use of social media in the 18-29 female population (the slope of the line is the regression coefficient, \( b \)). Based on the estimated regressions, one percentage point increase in the use of social media is associated with 0.18 percentage points higher prevalence of cyber-harassment and 0.11 percentage points higher cyber-stalking on average in EU27 countries and the UK.

Assuming that the association between cyber-harassment / stalking and social media use remains the same between 2012 and 2019, it is possible to estimate prevalence of cyber-harassment and cyber-stalking as:

\[ \text{GBCV}_{2019} = a + b \times (\text{Social Media Use})_{2019} \]  

\( \text{GBCV}_{2019} \) indicates the prevalence gender-based cyber violence (cyber-harassment or cyber-stalking) computed using the estimated constant term and regression coefficients from equation (1) and actual data on social media use in 2019.

This exercise has a few caveats that it is important to clarify before proceeding with the analysis. First, predictions based on a linear regression assume that gender-based cyber violence changes proportionally to the change of social media use (with the degree of proportionality given by the regression coefficient). This is a strict assumption, as the association might be non-linear, if, for instance, gender-based cyber violence increases more or less than proportionally than the increase of social media. Another possibility is that the relationship between the two variables has changed over time, e.g., the association between cyberviolence and social media use was linear in past years but became non-linear in more recent years. Alternatively, the relationship might have been linear both in earlier and recent years, but it accelerated or decelerated over time. Unfortunately, in the absence of longitudinal data, there is not enough information to detect these changes, and hence to obtain more accurate estimates.
Figure 2: Social media use and prevalence of cyber-stalking in the female population aged 20-29

Source: Estimation using EU-FRA (2014) and Eurostat data. EU-FRA data refer to 2012. Eurostat data on social media use (indicator [isco_ci_ac_i]) is not available for 2012, hence the year 2011 is used in the estimation. The slope of the regression line is 0.11 (std. err: 0.033, p-value: 0.003).

Figure 3: Social media use and prevalence of cyber-harassment in the female population aged 20-29

Source: Estimates using EU-FRA (2014) and Eurostat data. EU-FRA data refer to 2012. Eurostat data on social media use (indicator [isco_ci_ac_i]) is not available for 2012, hence the year 2011 is used in the estimation. The slope of the regression line is 0.19 (std. err: 0.093, p-value: 0.054).
3.2. Victims of multiple forms of cyber violence

When computing cost estimates for these two forms of cyber violence, it is reasonable to assume that the same victim can experience both types of cyber violence, i.e., there is a degree of overlap between victims of cyber-harassment and cyber-stalking. There is no literature addressing this issue for cyber violence specifically, but there is some literature reporting evidence of multiple forms of violence for the same victim (MacIntosh et al, 2015). Estimates in this research paper assume that 50% of the victims of cyber-stalking are among the victims of cyber-harassment. Hence, when computing total costs, half of the victims of cyber-stalking are subtracted to the total victims of cyber-harassment.

In other words, in all cost estimations, described in the next sub-section, it is assumed that:

\[ \text{NrVict}_{CH} = \text{RepNrVict}_{CH} - \frac{\text{NrVict}_{CS}}{2} \]

Where:
- \( \text{NrVict}_{CH} \) is the figure for the number of victims of cyber-harassment used in the cost estimation
- \( \text{RepNrVict}_{CH} \) is the total number of victims of cyber-harassment as reported in the sources used for the estimation of prevalence
- \( \text{NrVict}_{CS} \) is the total number of victims of cyber-stalking.

3.3. Computation of costs

3.3.1. Legal costs

Figures on legal costs at the EU level were collected from a study conducted by the European Commission in 2007 (HOCHE and DG JUST, 2007). The study estimated the costs of legal proceedings in EU countries. The methodology used in that study was to present legal experts with five legal case studies and asking them about the typical costs of those cases in their countries. The case studies were on family and commercial law, hence on different legal matters than cases of gender-based cyber violence. The estimates for legal costs need to be interpreted with this caveat in mind.

To compute total legal costs, an assumption should be made regarding the percentage of victims of gender-based cyber violence who decides to press charges against their perpetrators. There is no study that indicates what the tendency to take legal action may be in EU Member States. However, the available evidence suggests that the percentage of women who seek legal recourse is low, probably below 10%. This study assumes that only 5% of the victims of both cyber-harassment and cyber-stalking seek legal recourse.

Hence, total legal costs (\( \text{LegCost} \)) in each Member State, for both cyber-harassment and cyber-stalking were computed as:

\[ \text{LegCost}_i = \text{UnitLegCost} \times \text{NrVict}_i \times 0.05 \]

16 For instance, FRA (2014) reports that less than one per cent of women who are victims of staking decides to talk about it with a lawyer. For cyber-stalking, one can assume that the percentage is lower. A study on from the Netherlands reports that around 11% of the victims of non-sexual cyber-stalking and 9.6% of victims of sexual cyber-stalking submit an official report to the police (see https://www.cbs.nl/en-gb/news/2019/29/1-2-million-cybercrime-victims). An Italian study (We World, 2013) on gender-based violence (not cyber-violence) reports that between 4% and 9% of the victims decide to press charges against their perpetrators. If we are ready to assume that only a fraction of the cases reported results in legal action, the assumption of 5% can be considered reasonable.
Where \( \text{UnitLegCost} \) is the average costs of legal proceedings in each Member State and the subscript \( i \) is either CS (cyber-stalking) or CH (cyber-harassment), depending on the type of cost being computed. \( N_{\text{Vic}i} \) is the number of victims of cyber-harassment or cyber-stalking and 0.05 (5%) is the assumed percentage of victims who seek legal recourse.

As the estimates of legal costs from HOCHE and DG JUST referred to 2007, the figures reported in that study were updated using the variation in the price of professional services, obtained from the Eurostat database.\(^{17}\) The latest available year for the prices index of professional services is 2017. Moreover, the HOCHE and DG JUST study does not provide data for Croatia, Malta, and Romania. Figures for those countries were approximated with the average cost for the other countries.

### 3.3.2. Quality-of-life costs

Quality-of-life losses associated with gender-based cyber violence are those deriving from the mental health consequences that victims might experience. As discussed earlier, anxiety and depression disorders are the most common mental health consequences of cyber violence.

Data for the estimation of quality-of-life costs were gathered from the most recent issue of the Global Burden of Disease study (The Lancet, 2020). The study provides global health estimates for all countries in the world, 369 diseases and risk factors. The data also contain so-called disability weights for different diseases. These weights express how much a year of life with a given disease is worth in terms of healthy life year. For example, if the disability weight for severe depression disorders is 0.5, it means that a year of life lived with that health condition is equivalent to only half a year lived in full health. In other words, disability weights reflect the severity of a disease and account for the constraints to live with a health condition. Disability weights for anxiety and depression disorders were collected for the female population by country and age.

To estimate the monetary costs of living with a health condition, the disability weights should be combined with an estimate for the value of a “healthy life year” (also known as VOLY in the literature). We use the same approach of a recent study by the European Commission (2020) which indicates the value of a VOLY in EU Member States to be between 50,000 and 100,000 EUR for a single person. Following the same European Commission study, we assume that the value of a healthy life year in each Member State is at the mid-point of the range above (i.e., 75,000 EUR).\(^{18}\)

To compute quality of life losses, an assumption should be made on the percentage of victims of cyber violence who develop depression and/or anxiety disorders. Lindsay et al. (2015) conducted a survey on undergraduate students and reported that 38% of the victims of online harassment developed depression and 40% develop anxiety symptoms. The same percentages in each Member State are assumed in this study, both for victims of cyber-stalking and cyber-harassment.\(^{19}\)

Additional assumptions are needed on the mental health conditions associated to each form of cyber violence. From the literature cited above, it is reasonable to assume that cyber-stalking, which is a more severe form of cyber violence, leads to severe mental health consequences, e.g., depression, while cyber-harassment has less serious consequences, e.g., only anxiety. The estimates presented in this research paper assume that the victims of cyber-stalking may experience either

\(^{17}\) Eurostat online database, indicator: service producer prices – annual data [sts_sepp_a]. Missing values were approximated with the average of the non-missing countries.

\(^{18}\) As explained in European Commission (2009), this value of the VOLY is computed using the Willingness-to-Pay approach. This means that a VOLY represents how much society is willing to pay, on average, for an increase in one additional year of life expectancy. Based on this approach, labour market costs are not included in the computation of the VOLY.

\(^{19}\) Although this assumption is admittedly restrictive, it is adopted as no literature was found to back up different values for the incidence of the two mental health conditions among victims of the two forms of cyber-violence.
anxiety or depression (or both), while victims of cyber-harassment experience only anxiety and related costs. Moreover it is assumed that all victims that develop depression disorders have also anxiety, and hence they pay the highest of the two costs (the one for depression).

Based on the above, quality of life losses for cyber-stalking ($\text{QualLife}_{CS}$) in each Member State are computed as:

$$
\text{QualLife}_{CS} = (\text{NrVict}_{CS} \cdot \text{PercVictDepr} \cdot \text{VOLY} \cdot \text{DW}_{\text{depression}}) + (\text{PercVictAnx} - \text{PercVictDepr}) \cdot (\text{NrVict}_{CS} \cdot \text{VOLY} \cdot \text{DW}_{\text{anxiety}})
$$

Where:
- $\text{NrVict}_{CS}$ is the total number of victims of cyber-stalking
- $\text{PercVictDepr}$ is the percentage of victims who are assumed to develop depressive disorders (38% of the victims in each Member State)
- $\text{PercVictAnx}$ is the percentage of victims who are assumed to develop anxiety disorders (40% of the victims in each Member State)
- $\text{VOLY}$ is the value of a statistical life year
- $\text{DW}_{\text{depression}}$ and $\text{DW}_{\text{anxiety}}$ are the disability weights associated with depression and anxiety disorders, respectively.

Quality of life losses of cyber-harassment ($\text{QualLife}_{CH}$) in each Member State are computed as:

$$
\text{QualLife}_{CH} = \text{NrVict}_{CH} \cdot \text{PercVictAnx} \cdot \text{VOLY} \cdot \text{DW}_{\text{anxiety}}
$$

Where $\text{NrVict}_{CH}$ is the total number of victims of cyber-harassment and the other quantities have been defined above.

### 3.3.3. Healthcare costs

Unit healthcare costs associated with anxiety and mental health conditions by Member State were extracted from Gustavsson et al. (2011). The study is very comprehensive, and it is a widely used source for the estimation of mental health costs.\(^{20}\) Healthcare costs provided in Gustavsson et al. (2011) include the costs of all goods and services related to the prevention, diagnosis, and treatment of a disorder, e.g., physician visits, hospitalisations and pharmaceuticals.

In the above study, all the costs are expressed in Euro 2010 Purchasing Power Parity (PPP), while all the other costs used in the present study are in 2019 Euro. To harmonise the unit of measurement, Euro PPP costs were first expressed in 2010 national currency (using Eurostat PPP conversion rates for the year 2010\(^{21}\) or Euro/national currency exchange rates\(^{22}\) for countries that are not in the Eurozone). Then, 2010 Euro costs were updated to 2019 Euro costs using the variation in the CPI index between 2010 and 2019 as a measure of inflation.\(^{23}\)

As discussed for the quality-of-life losses, for victims of cyber-stalking, who may develop either anxiety and depression disorders (or both), it is assumed that the victims who develop depression also have anxiety and pay only the costs of depression (the more severe of the two conditions).

\(^{20}\) OECD (2018) used the same sources for the estimation of total costs of mental health in Europe.

\(^{21}\) Eurostat, Purchasing Power Parities (PPP), indicator: prc_ppp_ind

\(^{22}\) Eurostat, Euro/National Currencies exchange rate, indicator: ert_bil_eur_a

\(^{23}\) Eurostat, All-items Harmonised Index of Consumer Prices (HICP), base year = 2015 indicator: prc_hicp_aind
Based on the assumptions above, the total healthcare costs of cyber-stalking $Health_{CS}$ and of cyber-harassment $Health_{CH}$ in each Member State are, respectively:

$$Health_{CS} = \left( \text{NrVict}_{CS} \times \text{PercVictDepr}_{CS} \times UnitCost_{depression} \right) + \left( \text{PercVictAnx} - \text{PercVictDepr} \right) \times \left( \text{NrVict}_{CS} \times UnitCost_{anxiety} \right)$$

and

$$Health_{CH} = \left( \text{NrVict}_{CH} \times \text{PercVictAnx} \times UnitCost_{anxiety} \right)$$

### 3.3.4. Labour market costs

To estimate labour market costs of cyber violence it is necessary to measure the impact of deteriorated mental health on employment and productivity. OECD (2018) reports that total employment among persons with chronic depression is around 30 percentage points lower than among individuals who report no mental health conditions.\(^{24}\) Moreover, it is known that poor mental health has consequences on absenteeism. A study by EU Compass for Action on Mental Health and Well-Being reports that, on average, each worker with a mental health condition loses 30.9 days of work per year.

To compute labour market costs, the above figures were combined with the following data:

- Total employment and employment rates for the population of interest (female in the 18-29 age group, proxied by the 20-29 age group, due to data availability), obtained from the Eurostat database\(^{25}\);
- Average wages in each Member State, by age and sex (females aged less than 30 years old), obtained from the Eurostat database\(^{26}\);
- Average total hours worked in a year, obtained from the OECD online database.\(^{27}\)

As explained above, cyber-stalking is assumed to lead to both depression and anxiety disorders, while cyber-harassment is assumed to lead to only anxiety disorders. In turn, depression disorders, the most severe of the two mental health conditions examined in this study, are assumed to lead to lower employment for part of the victims and to lower labour productivity for the victims that are still in employment. Anxiety disorders are assumed to lead only to lower productivity.

To estimate the costs associated with lower employment, it is assumed that, in each country, in the absence of mental health consequences of cyber violence, victims would be employed at the same rate as the female population in the same age group. Victims of cyber-stalking, are assumed to be employed at the (lower-than-average) employment rates reported in OECD (2018).\(^{28}\)

The total cost of lower employment due to cyber-stalking ($Employment\ Loss_{CS}$) is:

$$Employment\ Loss_{CS} = \text{NrVict}_{CS} \times \text{PercVictDepr}_{CS} \times \left( \text{EmpRateDiff} \right) \times W_{f,18-29}$$

\(^{24}\) OECD (2018), page 31.

\(^{25}\) Eurostat, indicator lfsa_egan.

\(^{26}\) Eurostat, indicator earn_ses18_28.

\(^{27}\) OECD Database, indicator name: “Average annual hours actually worked per worker”. Values for non-OECD EU countries were approximated with the average number of hours of the other Member States.

\(^{28}\) OECD (2018), page 31, the values by country are those from figure 1.7.
Where:

- \( NrVict_{CS} \) is the total number of victims of cyber-stalking;
- \( PercVictDepr_{CS} \) is the assumed percentage of victims of cyber-stalking who develop depression disorders;
- \( EmpRateDiff \) is the difference (in absolute value) between the employment rate of individuals with and without depression disorders (from OECD, 2018);
- \( W_{f,18–29} \) is the average wage of female population (from Eurostat).

A similar approach is used for the estimation of productivity losses. It is assumed that, in the absence of mental health consequences, victims of gender-based cyber violence would work the same number of hours as the average employee in each Member State. Victims who develop anxiety disorders are assumed to work 30.9 days (around 247 hours)\(^{29}\) less than the average (following the EU Compass study). The ratio of hours worked by an employee with and without mental health conditions is taken as a measure of the lower productivity attributable to anxiety disorders associated to cyber-harassment or cyber-stalking. It is further assumed that this lower productivity is reflected in a lower wage by the same proportion.

Based on the assumptions above, the total productivity losses associated with cyber-harassment in each Member State are:

\[
Productivity\ loss_{CH} = NrVict_{CH} \times PercVictAnx_{CH} \times EmpRate_{f,18–29} \times \left(1 - \frac{\text{HoursMH}_{f,18–29}}{\text{Hour}_{f,18–29}}\right) \times \text{Wf}_{,18–29}
\]

Where:

- \( NrVict_{CH} \) is the total number of victims of cyber-harassment;
- \( PercVictAnx_{CH} \) is the assumed percentage of victims of cyber-harassment who develop anxiety disorders;
- \( EmpRate_{f,18–29} \) is the average employment rate in the female population aged 18-29 (from Eurostat);
- \( \frac{\text{HoursMH}_{f,18–29}}{\text{Hour}_{f,18–29}} \) is the ratio between the (lower) hours worked by a female employee aged 18-29 with mental health issues and the hours worked by the average employee in each Member State;
- \( W_{f,18–29} \) is the average wage of female population (from Eurostat).

Productivity losses of cyber-stalking, in each Member State, are computed as:

\[
Productivity\ loss_{CS} = \left[ NrVict_{CS} \times PercVictDepr \times \left(EmpRate_{f,18–29} - EmpRateDiff\right) \times \left(1 - \frac{\text{HoursMH}_{f,18–29}}{\text{Hour}_{f,18–29}}\right) \times W_{f,18–29}\right] + \left[ (NrVict_{CS} \times (PercVictAnx - PercVictDepr) \times EmpRate_{f,18–29}) \times \left(1 - \frac{\text{HoursMH}_{f,18–29}}{\text{Hour}_{f,18–29}}\right) \times W_{f,18–29}\right]
\]

\(^{29}\) EU Compass for Action on Mental Health and Well-Being.
Where all variables have been already defined. As the formula above shows, productivity losses among victims of cyber-stalking are computed only for those victims that are assumed to remain employed. These are the total number of victims that would be employed in the absence of depression disorders \( \text{NrVict}_{\text{CS}} \times \text{PercVictDepr} \times \text{EmpRate}_{18-29} \) and the victims that are assumed to lose employment after the development of mental health symptoms \( \text{NrVict}_{\text{CS}} \times \text{PercVictDepr} \times \text{EmpRateDiff} \). The victims of cyber-stalking who are assumed to develop anxiety symptoms only \((\text{PercVictAnx} - \text{PercVictDepr}) \times \text{NrVict}\) are assumed to be employed at the same employment rate than the average population \(\text{EmpRate}_{18-29}\), but they will experience a lower productivity, reflected in the lower wage \(1 - \frac{\text{HoursMH}_{18-29}}{\text{Hour}} \times \text{W}_{18-29}\).

### 3.3.5. Lost tax revenue

Starting from the lost labour market income (both due to lower employment and lower productivity) associated with cyber-harassment and cyber-stalking, it is possible to compute the lost tax revenue associated with it.

Lost tax revenue \(\text{LostTax}\) is obtained by multiplying the average income tax rates (from the OECD database\(^{30}\)) by the lost labour market income computed earlier:

\[
\text{LostTax} = \text{AvTax} \times (\text{Productivity loss}_{\text{CS}} + \text{Productivity loss}_{\text{CH}} + \text{Employment loss}_{\text{CS}})
\]

Where \(\text{AvTax}\) is the average income tax rate in each Member State, provided by the OECD online database, and the other variables have been defined above.

It is worth mentioning that the present analysis does not account for other macro-economic effects that could result from lower labour income. For instance, lower individual or family income lowers individual consumption, and, through lower consumption, decrease aggregate demand. A lower aggregate demand can, in turn, have a detrimental effect on a country’s GDP growth in the long run.\(^{31}\)

---

\(^{30}\) OECD online database, Dataset: Table I.6. All-in average personal income tax rates at average wage by family, single person, no child.

\(^{31}\) This consideration assumes that other components of aggregate demand (i.e., demand from businesses and the public expenditure) remain unchanged.
4. Results

4.1. Prevalence of gender-based cyber violence

Table 1 summarises the findings on prevalence of gender-based cyber violence, based on the data sources described in Section 3.1. Large differences exist between the EU-wide and surveys (EU-FRA and EQLS). Specifically, EQLS seems to indicate a much lower prevalence of cyber-harassment than the FRA results. This might be the result of the different formulation of the question in the two surveys. The study conducted by Amnesty International provides similar results as FRA for the common countries, and similar also to the study conducted for Austria by the Research Center Human Rights of the University of Vienna. All these sources indicate that on average in the EU and single Member States, one in three women has been victim of cyber violence. The sources that provide a breakdown by forms of cyber violence suggest that cyber-harassment is more widespread than cyber-stalking.

The information collected in the country fiches is less comparable to the other data sources in terms of methodology and definitions. From the information collected, we can see that prevalence seems to be larger among the younger age groups, with studies focusing only on teenagers or minors reporting higher figures than studies that focus on the adult population.

Table 1: Prevalence of gender-based cyber violence, from different data sources

<table>
<thead>
<tr>
<th>Source</th>
<th>Countries</th>
<th>Reference population</th>
<th>Form of gender-based cyber violence</th>
<th>EU27</th>
<th>Highest</th>
<th>Lowest</th>
<th>National estimate of prevalence (single-country studies)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data extracted from the EU FRA online data tool on the survey on violence against women in the EU (2012)¹</td>
<td>EU27 Member States</td>
<td>Female, 18–29 age group</td>
<td>Cyber-harassment in the 12 months before interview</td>
<td>11%</td>
<td>SK (26%)</td>
<td>LU (1%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cyber-stalking in the 12 months before interview</td>
<td>3%</td>
<td>SE (10%)</td>
<td>LT, EE (1%)</td>
<td></td>
</tr>
<tr>
<td>Data provided by EU FRA, computed from the EU FRA Survey on Human Rights, 2019.</td>
<td>EU27 Member States</td>
<td>Female, 18–29 age group</td>
<td>Cyber-harassment in the 12 months before interview</td>
<td>16%</td>
<td>DE (25%)</td>
<td>EL (3%)</td>
<td></td>
</tr>
<tr>
<td>Source</td>
<td>Country/Region</td>
<td>Sample Demographics</td>
<td>Violence Type</td>
<td>Prevalence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eurofound European Quality of life survey, Wave 4 (2016)</td>
<td>EU27 Member States</td>
<td>Female, 18-29 age group</td>
<td>Cyber-harassment</td>
<td>6%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SK (16%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ES, EL, HR, SI (0%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimates based on EU-FRA (2012) data and Eurostat data on social media use ²</td>
<td>EU27 Member States and the UK</td>
<td>Female, 18-29 age group¹</td>
<td>Cyber-harassment in the 12 months before interview</td>
<td>14%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DK (15%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IT (10%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cyber-stalking in the 12 months before interview</td>
<td>5%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DK (6%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IT (3%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dhrodia, 2017</td>
<td>UK, ES, IT, PL, SE, DK</td>
<td>Female, 18-55 age group</td>
<td>General cyber violence (experience online abuse one or more times)</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SE (30%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IT (16%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research Center for Human Rights, University of Vienna, “Gewalt in Nezt gegen Frauen und Maedchen in Oesterreich” (2018)</td>
<td>AT</td>
<td>Female internet users, aged 15 years and older</td>
<td>Cyber-harassment</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cyber-stalking</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSES Study Country Fiches (version Jan 5, 2021)</td>
<td>BE</td>
<td>12-21 years old individuals (boys and girls)</td>
<td>Sexual cyber violence</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSES Study Country Fiches (version Jan 5, 2021)</td>
<td>CZ</td>
<td>Teenagers (not specified)</td>
<td>Cyber-bullying</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSES Study Country Fiches (version Jan 5, 2021)</td>
<td>ES</td>
<td>Minors (both boys and girls)</td>
<td>Online sexual abuse</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>54%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 4.2. Baseline costs of gender-based cyber violence

Table 2 presents baseline estimates of the total costs of gender-based cyber violence, computed using the methodology and data sources described in the previous section. For each cost-type three scenarios are presented:

- **Scenario 1** uses the 2019 EU-FRA figures for cyber-harassment and estimates cyber-stalking in 2019 based on the ratio of cyber-harassment and cyber-stalking in the 2012 FRA data. For example, if in MS m the total number of victims of cyber-stalking is half the total number of victims of cyber-harassment, the estimated victims of cyber-stalking in 2019 for Member State m is computed by dividing the total number of (actual) victims of cyber-harassment in 2019 by 2.

- **Scenario 2** is a more conservative scenario that assumes that the share of victims of cyber-harassment and cyber-stalking in 2019 over the total population of females remains the same in 2012. Under this scenario, the total number of victims of the two forms of cyber violence is computed by multiplying the female population aged 18-29 in each Member State by the prevalence data obtained from the EU-FRA 2012 survey.
Scenario 3 uses the regression-based estimates of prevalence of cyber-harassment and cyber-stalking for the cost estimation, computed, as explained in in Section 3.1.4, by exploiting the association between cyber-harassment/cyber-stalking and social media use in 2012.

Table 2 presents the estimates of prevalence under the three scenarios, while Table 3 presents the results of the cost estimation.

Table 2: Estimates of prevalence under the three scenarios

<table>
<thead>
<tr>
<th>Total prevalence (EU27)</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyber-harassment</td>
<td>4.6 million</td>
<td>3.3 million</td>
<td>3.8 million</td>
</tr>
<tr>
<td>Cyber-stalking</td>
<td>1.5 million</td>
<td>1 million</td>
<td>1.4 million</td>
</tr>
</tbody>
</table>

Source: Estimations based on data sources described in Section 3.1

The total estimated costs of cyber violence are the highest under Scenario 1, which uses the actual (higher) prevalence of cyber-harassment from the EU-FRA survey on human rights. As cyber-harassment in the EU27 in 2019 is more prevalent than in 2012, according to the more recent FRA data, total costs of cyber-harassment are higher in Scenario 1 than in Scenario 2 (which instead uses the 2012 proportions). Costs for cyber-stalking are also higher in Scenario 1 than in Scenario 2, as Scenario 1 assumes that cyber-stalking changes between 2012 and 2019 in a way that keeps the ratio between the total victims of cyber-harassment and cyber-stalking constant. Given that cyber-harassment increases between 2012 and 2019, prevalence of cyber-stalking, and its estimated costs, is also higher in 2019 than in 2012.

The total estimated costs of cyber-harassment range between 14 (Scenario 2) and 18 billion Euro (Scenario 1), while the total costs of cyber-stalking range between 10 (Scenario 2) and 14 billion Euro (Scenarios 1 and 3). The total cost per victims of cyber-harassment range between 3.6 thousand Euro under scenario 3 and 4.1 thousand Euro under scenario 2. For cyber-stalking, estimated costs-per-victims are much higher, slightly more than 10 thousand Euro under each scenario.

Table 3: Baseline costs of gender-based cyber violence – Yearly costs (Euro, 2019)

<table>
<thead>
<tr>
<th>Cost type</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legal costs(a)</td>
<td>250 million</td>
<td>101 million</td>
<td>213 million</td>
</tr>
<tr>
<td>Healthcare costs(b)</td>
<td>1.3 billion</td>
<td>771 million</td>
<td>993 million</td>
</tr>
<tr>
<td>Quality of life costs(c)</td>
<td>11.8 billion</td>
<td>7.6 billion</td>
<td>8.6 billion</td>
</tr>
<tr>
<td>Labour market costs(d)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lost employment</td>
<td>-</td>
<td>3.9 billion</td>
<td>-</td>
</tr>
<tr>
<td>Lower productivity</td>
<td>4.1 billion</td>
<td>888 million</td>
<td>3 billion</td>
</tr>
<tr>
<td>Lost tax revenue(e)</td>
<td>1.4 billion</td>
<td>1.5 billion</td>
<td>939 million</td>
</tr>
<tr>
<td>Total</td>
<td>18.9 billion</td>
<td>14.8 billion</td>
<td>13.7 billion</td>
</tr>
</tbody>
</table>
Notes: all estimates assume that 50% of the victims of cyber-stalking are also victims of cyber-harassment. See main text for details on the methodology.

Sources: Costs taken from HOCHE and DG JUST (2007) study, updated to 2017 (the latest year available) prices using the price variation of professional services (from Eurostat)

Sources: Global Burden of Disease Study (2020) and DG HOME (2020).

Sources and assumptions: Gustavsson et al. (2011). The figures from Gustavsson (2011) have been updated to 2019 Euro prices using PPP exchange rates, Consumer Price Index (HIPC) and Euro/National currency exchange rates, from the Eurostat online database. The estimates assume that 40% of victims of cyber-harassment and cyber-stalking develop anxiety disorders, and 38% of victims of cyberstalking develop depression disorders (following Lidsay et al, 2015). See main text for details on the methodology.

Sources and assumptions: Eurostat database, OECD (2018) and EU Compass for Action on mental health and well-being. The estimates assume that 40% of victims of cyber-harassment develop anxiety disorders, and 38% of victims of cyberstalking develop both anxiety and depression disorders (following Lidsay et al, 2015). The estimates also assume a 50% overlap between victims of cyber-harassment and cyber-stalking. It is also assumed that victims of cyber-stalking (who develop both depression and anxiety symptoms) will have consequences in the labour market in terms of lower productivity (higher absenteeism) and lower participation. Victims of cyber-harassment are assumed to be less productive (higher absenteeism) in the labour market. See main text for details on the methodology.

Sources and assumptions: OECD online database for average tax rates (the selected tax rate is the all-in tax rate for single persons without children). See note c for the source for the loss labour market income

4.2.1. Comparison with other studies

A study conducted by the Australian Institute in 2019 estimated that the national costs of cyber violence ranged between 330 million Dollar (low scenario) to 3.7 billion Dollar (high scenario). The corresponding cost per victim ranged between 2,375 and 28,375 Australian Dollar per person, i.e., between 1.5 thousand Euro in the low scenario and 18 thousand Euro in the high scenario. The estimates in the present study imply a cost per victim of between 3.7 and 3.9 thousand Euro. The Australian study does not consider quality of life costs, legal costs or lost tax revenue. Hence, to compare total cost per victims in the present study to the Australian study, it is necessary to subtract from the total cost per victim the sum of legal costs, lost tax revenue and quality of life losses per victim. Doing that yields a total cost per victim of around 2.3 thousand Euro, which is comparable to the Australian study (low estimate).

A study published by the Home Office in 2019 on the economic costs of domestic abuse (Oliver et al, 2019) estimated the unit cost of domestic abuse to 34 thousand Pounds. The study includes costs that the present study cannot estimate, due to lack of data availability at the EU level, e.g., the costs of preventing domestic abuse, and the police costs of handling cases of domestic abuse. The implied unit costs in the present study are around 14% of the total costs of domestic abuse in the UK study, which is a reasonable order of magnitude considering that the UK study includes more types of costs than the present study and that domestic abuse is a much wider phenomenon, including several forms of violence and hence associated with larger costs than gender-based cyber violence.

Finally, the EIGE (2014) study estimates the total costs of gender-based violence, intimate partner violence and gender-based violence against women. The total costs of gender-based violence against women is estimated at slightly less than 225 billion Euro per year in the EU27 and the UK. Our estimate for the costs of gender based cyber violence are between 11% and 15% of that figure. Again, this can be considered a reasonable order of magnitude, as gender-based cyber violence is a more limited phenomenon and associated with lower unit costs than the wider gender-based violence against women. Moreover, the EIGE study considered women of all ages, while the present study focuses only on the 18-29 age-group.
5. Economic impact of policy options

CSES (2021) analysis presents EU-level policy options to combat gender-based cyber violence. Their analysis distinguishes between legislative and non-legislative policy options and provides details on the impact of each policy option on relevant stakeholders.

Legislative policy options are:

- **Option 1**: EU accession to the Istanbul Convention or development of similar EU legislation.
- **Option 2**: Develop a general EU Directive on (gender-based) cyber violence.
- **Option 3**: Develop EU legislation on the prevention of gender-based cyber violence.
- **Option 4**: Strengthen the existing legal framework.

Non-legislative policy options are:

- **Option 5**: Facilitate EU and national level awareness raising.
- **Option 6**: Support national level victim support and safeguarding services.
- **Option 7**: Conduct research on gender-based cyber violence.
- **Option 8**: Expand the existing EU collaboration with tech companies on illegal hate speech.

This section assesses the potential economic benefits – in terms of reduction of baseline costs – of each policy option. Each option affects different cost levers. While legislative options have the potential to increase total legal costs (because of a higher number of victims seeking legal recourse), they can also have a large impact on decreasing the prevalence of the phenomenon through higher enforcement. Non-legislative options, e.g., awareness-raising activities or enhanced support services to victims do not affect the rate of victimization (or can do so only indirectly) but may mitigate the consequences of gender-based cyber violence, in particular its mental health consequences and related costs.

5.1. Policy option 1: EU accession to the Istanbul Convention or development of similar EU legislation

Under this policy option the EU would develop a legislative proposal on preventing and combatting gender-based violence and domestic violence, with similar provisions to the Istanbul Convention. A comprehensive legal framework would be established to combat gender-based violence and offer support to victims and witnesses. If the EU legislative proposal explicitly includes gender-based cyber violence, this policy option has the potential to have a considerable impact on costs. In particular:

- A higher rate of prosecution of gender-based cyber violence could have a deterrent effect on perpetrators, and hence lead to lower total prevalence. This will have an impact on all the cost types considered, as prevalence is the main driver of costs in the baseline computations. To quantify possible benefits related to this cost level, it is assumed that policy option 1 leads to a reduction in prevalence of between 1% (low scenario) and 3% (high scenario).

- The establishment of a comprehensive legal framework for combating gender-based cyber violence would increase the rate of victims who seek legal recourse. However, the increase in legal costs would not be substantial. Based on the computations used for the baseline costs estimation, only in the extreme case of all victims taking legal action, would legal costs increase by 20%. Hence, it is reasonable to expect that any slight increase of legal costs due to higher rate of legal recourse would be more than offset by
reduction of costs due to the lower incidence of cyber violence. To quantify the benefits of policy option 1, it is assumed that the rate of seeking legal recourse increased by 1 (low scenario) to 3% (high scenario).

Finally, enhanced support to victims may help mitigate the mental health consequences of gender-based cyber violence, e.g., through a reduction of the percentage of victims who develop anxiety or depression. This is expressed with a lower incidence of mental health conditions among victims by 5% (low scenario) and 10% (high scenario).

Table 4: Policy option 1 – Summary of the effects

<table>
<thead>
<tr>
<th>EU accession to the Istanbul Convention or development of similar EU legislation</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COST DRIVERS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence of cyber violence</td>
<td>-</td>
<td>-1%</td>
<td>-3%</td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>+</td>
<td>+1%</td>
<td>+3%</td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>-</td>
<td>-5%</td>
<td>-10%</td>
</tr>
<tr>
<td>Resulting change in total costs of cyber violence (% difference from baseline costs)</td>
<td>-</td>
<td>-6%</td>
<td>-12%</td>
</tr>
</tbody>
</table>

Note: “-“ indicates that the assumed effect is negative, a “+“ indicates that the assumed effect is positive, “0“ indicates that the assumed effect is null. The “low“ scenario always assumes weaker effects than the “high“ scenario.

The above computations assume that the effects are the same for all Member States, regardless of whether they have already ratified the Istanbul Convention. In practice, it is possible the large effects described above realise only for Member States that have not ratified the Istanbul Convention, while baseline costs would not change for the others. If the above parameter changes are applied only to Bulgaria, Czechia, Hungary, Lithuania, Latvia, Slovakia, total costs at the EU level would still decrease but only by 0.4%.

5.2. Policy option 2: Develop a general EU Directive on (gender-based) cyber violence

This policy option would introduce a harmonised legal definition of gender-based cyber violence and would establish minimum rules regarding criminal offences and sanctions. A cyber-criminal register would be created, which would further favour law enforcement and a more extensive and effective prosecution of gender-based cyber violence. The economic benefits of this policy option will be qualitatively similar to those discussed for option 1, but it is reasonable to expect that the establishment of a common legal definition would have larger effects on the chances that victims seek legal recourse, and on the degree of victimisation (due to the deterrent effect on perpetrators). To reflect the potential stronger effect of this policy option on prevalence, it is possible to assume that prevalence decreases by 5% (low scenario) to 15% (high scenario), and the rate of seeking legal recourse increases by 5% to 10% respectively. The description of the policy option in CSES (2021) does not specify whether further provisions related to support to victims will be introduced, hence
the conservative assumption is made that the effect on the incidence of victims’ mental health is null.\textsuperscript{32}

As illustrated in Table 5, under the “high” scenario, this policy option could lead to a reduction of total costs of cyber violence by 15%. This is mainly driven by the assumed larger effect on the prevalence, which in the cost model, is the most important driver of costs of cyber violence.

Table 5: Policy option 2 – Summary of the effects

<table>
<thead>
<tr>
<th>Develop a general EU Directive on (gender-based) cyber violence</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COST DRIVERS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence of cyber violence</td>
<td>-</td>
<td>-5%</td>
<td>-15%</td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>+</td>
<td>+5%</td>
<td>+10%</td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>0</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Resulting change in total costs of cyber violence (% difference from baseline costs)</td>
<td>-</td>
<td>-5%</td>
<td>-15%</td>
</tr>
</tbody>
</table>

Note: “-” indicates that the assumed effect is negative, a “+” indicates that the assumed effect is positive, “0” indicates that the assumed effect is null. The “low” scenario always assumes weaker effects than the “high” scenario.

5.3. Policy option 3: Develop legislative measures on the prevention of gender-based cyber violence

Under this policy option, legal action could be taken to adopt (mainly non-legislative) measures to combat gender-based cyber violence. These measures could range from awareness-raising activities, exchange of information across Member States and/or social services to support victims of gender-based cyber violence. This policy option does not envisage the introduction of a common legal definition of gender-based cyber violence or the harmonisation of criminal offences and sanctions. It is possible that soft measures as the ones mentioned above will have positive effects on reducing the mental health consequences of gender-based cyber violence and associated costs. Assuming that the other cost components remain unchanged, a reduction in the incidence of depression and anxiety among the victims by 5% and 10% in the low and high scenarios respectively would lead to a reduction of total costs of cyber violence by the same amount. Table 6 summarises these results.

\textsuperscript{32} It is worth stressing that this is a conservative assumption, as an improvement in the incidence of mental health issues might arise also from seeing that victims can obtain justice, thanks to a clearer and established legal definition of gender-based cyber-violence.
Table 6: Policy option 3 – Summary of the effects

<table>
<thead>
<tr>
<th>COST DRIVER</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevalence of cyber violence</td>
<td>0</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>0</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>-</td>
<td>-5%</td>
<td>-10%</td>
</tr>
</tbody>
</table>

Note: “-” indicates that the assumed effect is negative, a “+” indicates that the assumed effect is positive, “0” indicates that the assumed effect is null. The “low” scenario always assumes weaker effects than the “high” scenario.

5.4. Policy option 4: Strengthen the existing legal framework

Similarly to option 3, this policy option would not envisage the introduction of a common legal definition of gender-based cyber violence, but it would entail the revision of the EU legislation from a gender perspective, and in particular the Victims’ Rights Directive to explicitly include gender-based cyber violence. Moreover, under this policy option, the degree of legal protection and support to victims would increase. The impact on costs could be related to a higher percentage of victims seeking legal remedy, which could lead to a mild increase of costs, as already discussed. Moreover, enhanced support to victims would mitigate the mental health consequences of cyber violence, leading to a reduction of total costs. Assuming the same magnitude of changes for rate of legal recourse and incidence of depression/anxiety among victims, the cost reduction would be similar in magnitude to the one seen under option 3, as shown in Table 7.

Table 7: Policy option 4 – Summary of the effects

<table>
<thead>
<tr>
<th>Strengthen the existing legal framework</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevalence of cyber violence</td>
<td>0</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>+</td>
<td>+5%</td>
<td>+10%</td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>-</td>
<td>-5%</td>
<td>-10%</td>
</tr>
</tbody>
</table>

Note: “-” indicates that the assumed effect is negative, a “+” indicates that the assumed effect is positive, “0” indicates that the assumed effect is null. The “low” scenario always assumes weaker effects than the “high” scenario.
5.5. Policy option 5: Facilitate EU and national level awareness-raising

This policy option envisages the organisation of awareness-raising activities, targeted to victims, authorities, and the wider society. Higher level of awareness of the problem of gender-based cyber violence and the support available to victims may lead to higher rates of victims seeking legal recourse (although not necessarily to cases being pursued in the absence of a clear legal basis) or looking for help by support services. It can be assumed that this policy option would lead to similar effects as option 4, i.e., slight increase of legal costs, and decrease of mental health consequences of gender-based cyber violence. It is reasonable to expect that the effects on enforcement would be lower and more indirect than those generated by a legal measure. For instance, assuming, as shown in Table 8, that the incidence of mental health among victims decreases by 1% to 5%, a similar reduction of total costs can be expected, even in the presence of a slight increase in legal costs.

Table 8: Policy option 5 – Summary of the effects

<table>
<thead>
<tr>
<th>Facilitate EU and national level awareness-raising</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost driver</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence of cyber violence</td>
<td>0</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>+</td>
<td>+1%</td>
<td>+5%</td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>-</td>
<td>-1%</td>
<td>-5%</td>
</tr>
<tr>
<td>Resulting change in total costs of cyber violence (% difference from baseline costs)</td>
<td>-</td>
<td>-1%</td>
<td>-5%</td>
</tr>
</tbody>
</table>

Note: “-“ indicates that the assumed effect is negative, a “+” indicates that the assumed effect is positive, “0” indicates that the assumed effect is null. The “low” scenario always assumes weaker effects than the “high” scenario.

Despite the lower reduction in total costs under this policy option, it is worth mentioning that further reduction of costs might occur in the long run. For instance, it is not unreasonable to expect that in the long run total prevalence might decrease, as a result of the higher sensitiveness and priority placed to the issue and hence better and more efficient handling of cases.

5.6. Policy option 6: Provide support to national level victim support and safeguarding

Under this policy option specific training to law enforcement authorities would be offered, to allow them to work better with victims of gender-based cyber violence. This policy option would also support the provision of victim support services at the national level.

This policy option would not have a direct impact on prevalence of cyber violence, but would act towards mitigating its negative effects, especially the associated mental health consequences. Hence, the benefits would be similar to those that we saw for option 3 (See Table 6 for the assumed direction of change and quantification of the benefits).
5.7. Policy option 7: Conduct research on gender-based cyber violence

This policy option envisages the funding of research projects aimed at understanding the scale and prevalence of gender-based cyber violence, its impacts and the legal and policy approaches implemented at the Member State level.

Research activities may serve as evidence-base to design effective policies, which, if implemented, might lead to a reduction of prevalence of gender-based cyber violence and its consequences, through the mechanisms already described under other policy options. The dissemination of research results could help raise awareness on the phenomenon among policymakers and relevant authorities, thus increasing the chances that legislative or policy measures are adopted. Whether these benefits realise or not strongly depends on whether the funded research projects provide useful policy recommendations, and on the (political/economic) feasibility of these recommendations. Hence, although this policy option has the potential to generate large benefits, it is likely that these will realise in the long rather than the short run. For this reason, a quantification of the potential benefits of this policy option is not attempted here. Table 9 summarises the assumed qualitative effects just discussed.

Table 9: Policy option 7 – Summary of the effects

<table>
<thead>
<tr>
<th>Conduct research on gender-based cyber violence</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost driver</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence of cyber violence</td>
<td>-</td>
<td>Not quantified</td>
<td></td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>+</td>
<td>Not quantified</td>
<td></td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>-</td>
<td>Not quantified</td>
<td></td>
</tr>
<tr>
<td>Resulting change in total costs of cyber violence (% difference from baseline costs)</td>
<td>-</td>
<td>Not quantified</td>
<td></td>
</tr>
</tbody>
</table>

Note: “-” indicates that the assumed effect is negative, a “+” indicates that the assumed effect is positive, “0” indicates that the assumed effect is null. The “low” scenario always assumes weaker effects than the “high” scenario.

5.8. Policy option 8: Expand the existing EU collaboration with tech companies on illegal hate speech

This policy option involves increasing monitoring of illegal hate speech and putting procedures in place to disable illegal content as soon as possible after notification.

This option would lead to a reduction of the duration of the crime, and through this, to milder consequences for the victims. In an extremely efficient scenario, illegal online content would not have time to be circulated and would be removed almost immediately, leading to a reduction of the prevalence of gender-based cyber violence.

In terms of cost reductions, despite being a non-legislative policy option, similar effects can be expected as those under options 1 or 2 in terms of decreasing prevalence and/or reducing the negative effects of cyber violence on mental health. Reducing the duration of the perpetration of the crime would considerably benefit victims’ mental health, as anxiety and depression disorders
are associated with the persecutory nature of cyber violence. Assuming a reduction in the incidence of depression and anxiety among victims by 20% in the high scenario, total costs of cyber violence would decrease by the same amount. If we further assume a reduction in prevalence of five percent (i.e., if the illegal content is removed instantaneously), total costs of cyber violence could decrease by around 24%.

Table 10: Policy option 8 – Summary of the effects

<table>
<thead>
<tr>
<th>Cost driver</th>
<th>Direction of the change</th>
<th>% change (low scenario)</th>
<th>% change (high scenario)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevalence of cyber violence</td>
<td>0 or -</td>
<td>0%</td>
<td>-5%</td>
</tr>
<tr>
<td>Rate of seeking legal recourse</td>
<td>0</td>
<td>+0%</td>
<td>+0%</td>
</tr>
<tr>
<td>Incidence of mental health issues among victims</td>
<td>-</td>
<td>-15%</td>
<td>-20%</td>
</tr>
<tr>
<td>Resulting change in total costs of cyber violence (% difference from baseline costs)</td>
<td>-</td>
<td>-15%</td>
<td>-24%</td>
</tr>
</tbody>
</table>

Note: “-“ indicates that the assumed effect is negative, a “+” indicates that the assumed effect is positive, “0” indicates that the assumed effect is null. The “low” scenario always assumes weaker effects than the “high” scenario.

5.9. Final considerations on the economic impact of policy options

The framework used for the estimation of baseline costs implies that the main cost drivers are the prevalence of gender-based cyber violence in the population of interest, and the incidence of mental health consequences among victims. Hence, policy options that act on one of the two levers (or both) are found to lead to larger benefits (in terms of baseline cost reduction). Legislative options are more likely to impact total prevalence, through more efficient law enforcement, while non-legislative options have a more direct impact on mental health costs, e.g., through victims support or awareness-raising and educational activities. A combination of legislative and non-legislative policy options would have the advantage of acting directly on both cost levers, thus leading to a considerable reduction of the costs of gender-based cyber violence.
6. Conclusions

This research paper has estimated the costs of gender-based cyber violence (cyber-harassment and cyber-stalking) and assessed the cost reductions associated with policy options at the EU level.

Gender-based cyber violence is associated with a wide range of costs, only some of which can be monetised. For costs that are quantifiable, the scarcity of available data at the EU level considerably limits the ambition of this study, which has focused only on two forms of cyber violence and has used assumptions and proxies backed up, whenever possible, by the available literature. Despite these limitations, estimated costs of gender-based cyber violence tend to be large, even under conservative assumptions\(^{33}\), suggesting that political action is necessary to tackle gender-based cyber violence. The most important drivers of costs are the mental health consequences of cyber violence, which lead to productivity and income losses, quality of life losses and healthcare costs.

The eight EU-level policy options assessed in this study can act on different cost levers. Legislative options that envisage the establishment of a legal framework to combat gender-based cyber violence have the potential to impact prevalence directly, through law enforcement. Legislative or non-legislative policy options that focus on enhancing support services for victims or awareness-raising activities can reduce the mental health costs of gender-based cyber violence and, indirectly, reduce prevalence. Overall, a combination of legislative and non-legislative policy options, as also suggested by CSES (2021), would be an effective course of action for the EU to combat gender-based cyber violence.

\(^{33}\) The most conservative assumption used in the study is that the percentage of females victims of cyber-harassment or cyber-stalking has remained the same between 2012 and 2020 (Scenario 2).
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Annex: Detailed model results

Detailed results and data are available separately in Excel format upon request to the European Added Value Unit of the Directorate for Impact Assessment and European Added Value, within the Directorate-General for Parliamentary Research Services (EPRS) of the Secretariat of the European Parliament.
With the rise of new technology and social media, gender-based cyber violence is a constantly growing threat with impacts at individual, social and economic levels, on women and girls and on society generally.

There is currently no common definition or effective policy approach to combating gender-based cyber violence at EU or national level. Action taken so far has been inadequate, and the cross-border nature of gender-based cyber violence has yet to be properly addressed either.

This European added value assessment (EAVA) supports the European Parliament in its right to request legislative action by the Commission, and complements its own-initiative legislative report 'Combating gender-based violence: Cyber violence' (2020/2035(INL)).

Examining the definition and prevalence of gender-based cyber violence, the legal situation and individual, social and economic impacts, the EAVA draws conclusions on the EU action that could be taken, and identifies eight policy options. The costs to individuals and society are substantial and shown to be in the order of €49.0 to €89.3 billion. The assessment also finds that a combination of legal and non-legal policy options would generate the greatest European added value, promote the fundamental rights of victims, address individual, social and economic impacts, and support law enforcement and people working with victims. The potential European added value of the policy options considered is a reduction in the cost of gender-based cyber violence ranging from 1 to 24%.