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e Decision theory e Backprop algorithm e ID learning

e First-order logic e Evolutionary algorithms e Bayesian networks

e Heuristic search e Support vector e Big Data

e Decision trees machines e Variational autoencoders
e Alpha-Beta Pruning e Hierarchical planning e Convolutional neural

o Hidden Markov Models @® Algorithmic complexity networks

e Policy iteration theory o Deep learning

e Neural Turing machines
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Back on its feet
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Al policy areas

Data & privacy
Autonomous systems & liability
Automation & unemployment

Military, security, and geopolitical coordination



Al policy areas

Data & privacy
Autonomous systems & liability
Automation & unemployment

Military, security, and geopolitical coordination

But what happens if we actually succeed?
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When will HLMI be achieved?
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The control problem

e Superintelligence raises unique
challenges

e Plausible scenarios in which
superintelligent systems eventually
become very powerful

e And apparently adequate control
mechanisms fail

NICK BOSTROM

SUPERINTELLIGENCE

Paths, Dangers, Strategies
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Recommendations

e Be careful not to take actions which are based on an
implicit premise about Al having a clear upper limit in
future capability.

e Groups investigating these issues may benefit from
focusing on broad principles and not narrow
recommendations. These should be flexible in application
to new developments and increased capability.

e EU should keep a broadly global view in its approach on
Al. It is possible that Al advances will be widely
destabilizing, and that some nations will not adapt well.
Both the EU, and the rest of the world, will benetfit if the
EU can lay out broad, cooperative, and replicable
frameworks which favour stability, economic well-being,
and coordination.



