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Facial recognition technology (FRT) makes it possible to compare digital facial images
to determine whether they are of the same person. Comparing footage obtained from
video cameras (CCTV) with images in databases is referred to as ‘live facial recognition
technology’. Examples of national law enforcement authorities in the EU using such
technology are sparse - but several are testing its potential. This paper therefore looks
at the fundamental rights implications of relying on live FRT, focusing on its use for law
enforcement and border-management purposes.

EU law recognises as ‘sensitive data’ people’s facial images, which are a form of
biometric data. But such images are also quite easy to capture in public places. Although
the accuracy of matches is improving, the risk of errors remains real - particularly for
certain minority groups. Moreover, people whose images are captured and processed
might not know this is happening - and so cannot challenge possible misuses. The paper
outlines and analyses these and other fundamental rights challenges that are triggered
when public authorities deploy live FRT for law enforcement purposes. It also briefly
presents steps to take to help avoid rights violations.
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Facial recognition technology: fundamental rights considerations in the context of law enforcement

1. Facial recognition technology and
fundamental rights: setting the scene

This focus paper explores fundamental rights impli-
cations that should be taken into account when
developing, deploying, using and requlating facial
recognition technologies. It draws on recent analy-
ses and data (Section 3 and Section 4) and evidence
from interviews conducted with experts and rep-
resentatives of national authorities who are test-
ing facial recognition technologies (Section 5).' The
last sections (Section 6 and Section 7) provide a
brief legal analysis summarising applicable Euro-
pean Union (EU) and Council of Europe law.

The paper forms part of FRA's larger research pro-
ject on artificial intelligence, big data and fundamen-
tal rights.2 It is the first paper to focus on the uses
of facial recognition technology, and builds on the
agency’s extensive past work on the fundamental
rights implications of the use of biometric data in
large-scale EU information systems in the field of
migration, asylum and borders.3

Facial recognition technology (FRT) allows the auto-
matic identification of an individual by matching
two or more faces from digital images. It does this
by detecting and measuring various facial features,
extracting these from the image and, in a second
step, comparing them with features taken from
other faces.4

In the private sector, facial recognition technology
is widely used for advertisement, marketing and
other purposes, with individual customers profiled
and identified to predict their preferences towards

1 FRA carried out eleven interviews between March and May
2019, in EU Member States such as Germany, France and the
United Kingdom, to gain better insight into current testing,
and the potential use, of facial recognition technology.

2 The following have been published so far as part of the
research project: FRA (2018), #BigData: Discrimination in data-
supported decision making, Luxembourg, Publications Office,
May 2018; FRA (2019), Data quality and artificial intelligence
- mitigating bias and error to protect fundamental rights,
Luxembourg, Publications Office, June 2019. For more on the
project, consult FRA’s webpage on the project.

3 See, for example, FRA (2018), Under watchful eyes: biometrics,
EU IT systems and fundamental rights, Luxembourg, Publications
Office, March 2018; FRA (2018), Interoperability and fundamental
rights implications — Opinion of the European Union Agency for
Fundamental Rights, FRA Opinion - 1/2018 [Interoperability],
Vienna, 11 April 2018.

4 For more detail on how facial recognition technology
works, see e.g. Introna, L. and Nissenbaum, H. (2010), Facial
Recognition Technology: A Survey of Policy and Implementation
Issues, Lancaster University Management School Working
Paper 2010/030.

products based on their facial expressions.s Other
examples from the private sector include a foot-
ball club using it in their stadium to identify peo-
ple who have been banned from attending the
club’s matches;® using facial recognition technol-
ogy to analyse facial expressions of job candidates
in interviews;” and major internet and social media
companies, such as Facebook, deploying facial rec-
ognition technologies to improve their systems, by
tagging faces.?

The recent evolution of artificial intelligence (Al)
powered facial recognition technology is not attrac-
tive only to the private sector. It also opens new
possibilities for public administration, including law
enforcement and border management. A consid-
erable increase in accuracy achieved in the past
few years has prompted many public authorities
and private businesses to start using, testing or
planning the use of facial recognition technologies
across the world.

This, in turn, has sparked an intense debate on its
potential impact on fundamental rights. For exam-
ple, the large-scale use of facial recognition tech-
nology in combination with surveillance cameras
in the People’s Republic of China has led to many
discussions and concerns about potential human
rights violations, particularly with respect to detect-
ing members of certain ethnic minorities.® Follow-
ing an increased use of facial recognition in the US,
a national survey published in September 2019 by
the Pew Research Centre finds that, while slightly
more than every second American (56 %) trusts
law enforcement agencies to use these technologies
responsibly, smaller shares of the public say they

5 See for example: Italy, Garante per la protezione dei dati
personali, Installazione di apparati promozionali del tipo “digital
signage” (definiti anche Totem) presso una stazione ferroviaria,
21 December 2017.

6  See EDRi, “Danish DPA approves Automated Facial
Recognition”, 19 June 2019.

7 See The Telegraph, “Al used for first time in job interviews in
UK to find best applicants”, 27 September 2019.

8 See Wired, “Facebook can now find your face, even when it's
not tagged”, 19 December 2017.

9 Human Rights Council (2019), Surveillance and human
rights. Report of the Special Rapporteur on the promotion and
protection of the right to freedom of opinion and expression,
David Kaye, A/HRC/41/35; New York Times, “One Month,
500,000 Face Scans: How China Is Using A.l. to Profile a
Minority”, 14 April 2019.
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have such trust in technology companies (36 %)
or advertisers (18 %).™

In a number of European countries, facial recogni-
tion technologies are being tested or used in differ-
ent contexts in both private and public spheres. This
paper examines a specific aspect: comparing foot-
age obtained from video cameras (CCTV) against
databases of facial images (e.g. a watchlist) for law-
enforcement and border-management purposes.
Often referred to as ‘live facial recognition tech-
nology’, it is a specific form of video surveillance
- and analyses of its fundamental rights implica-
tions are lacking.

To date, there are few examples of national law
enforcement authorities using live facial recogni-
tion technology in Europe.

Defining law enforcement
authorities

The term ‘law enforcement authorities’ refers to
Member State agencies and encompass “com-
petent authorities for the purposes of the pre-
vention, investigation, detection or prosecu-
tion of criminal offences or the execution of
criminal penalties, including the safeguarding
against and the prevention of threats to pub-
lic security”.

Source: Law Enforcement Directive, Article 1 (1)

The United Kingdom has tested facial recognition
technology to identify people in real time by using
street cameras. Other European Union (EU) Member
States have engaged in testing and made plans for
using facial recognition technology. For example,
in Hungary, a project called ‘Szitakété” (dragonfly)
plans to deploy 35,000 cameras with facial recogni-
tion capabilities in Budapest and across the country.
The cameras will capture drivers’ license plates and
facial images for maintaining public order, including
road safety.” The Czech government has approved
a plan to expand the use of facial recognition cam-
eras - from 100 to 145 - at the Prague International
Airport.” Police in Germany and France have car-
ried out extensive testing. Sweden’s data protection

10 Pew Research Center (2019), “More Than Half of U.S.

Adults Trust Law Enforcement to Use Facial Recognition
Responsibly”.

11 Seee.g.at Hungary Today, “CCTV: Is it Big Brother or the Eye
of Providence?”, 18 January 2019. For the multiple legal -
primarily data protection-related - concerns raised by the
Hungarian Data Protection Authority in connection with this
project, see the letter available on the Authority’s website.

12 See Biometriupdate.com, “Expanded use of facial recognition
at Prague international airport approved”, 10 March 2019.

authority has recently authorised the use of facial
recognition technology by the police to help
identify criminal suspects, which allows the police
to compare facial images from CCTV footage to a
watchlist containing over 40,000 pictures.™

The processing of facial images is expected to
be introduced more systematically in large-scale
EU-level IT systems used for asylum, migration
and security purposes.™ As outlined in Section s,
most of these EU-wide systems will process facial
images in the future, once the necessary legal and
technical steps are completed. These images will
be taken in controlled environments - for example,
at police stations or border-crossing points, where
the quality of the images is higher compared to
that of CCTV cameras. FRA has already pointed to
the fundamental rights risks of processing facial
images in such IT systems in earlier publications.™

Despite the strong push from private industry and
other stakeholders to use facial recognition technol-
ogy, strong opposition has emerged, citing weak-
nesses. This led, for example, the world’s largest
corporate supplier of police body cameras (Axon)
to announce this year that it would not deploy
facial recognition technology in any of its prod-
ucts - because it was too unreliable for law enforce-
ment work and “could exacerbate existing inequi-
ties in policing, for example by penalising black or
LGBTQ communities”.* In a similar vein, the city of
San Francisco in the United States, among other cit-
ies, has banned the use of the technology because
of its excessively intrusive nature into people’s pri-
vacy and to avoid possible abuse by law enforce-
ment agencies.”

Against this backdrop, a number of questions arise
from a fundamental rights perspective: is this
technology appropriate for law enforcement and
border management use - for example, when it is
used to identify people who are wanted by law

13 See e.g. Datainspektionen, “Polisen far anvinda
ansiktsigenkdnning for att utreda brott”, 24 October 2019 and
NewEurope, “Sweden authorises the use of facial recognition
technology by the police”, 28 October 2019.

14 For more information, see Table 2.

15 FRA (2018), Interoperability and fundamental rights implications
- Opinion of the European Union Agency for Fundamental
Rights, FRA Opinion 1/2018 [Interoperability], Vienna, 11 April
2018; FRA (2018), The revised Visa Information System and
its fundamental rights implication — Opinion of the European
Union Agency for Fundamental Rights, FRA Opinion 2/2018
[VIS], Vienna, 30 August 2018; FRA (2018), Under watchful eyes:
biometrics, EU IT systems and fundamental rights, Luxembourg,
Publications Office, March 2018; FRA (2017), Fundamental
rights and the interoperability of EU information systems: borders
and security, Luxembourg, Publications Office, June 2017.

16 Crawford, K. (2019), “Regulate facial-recognition technology”,
Nature 572 (2019), 29 August 2019, p. 565.

17 New York Times, “San Francisco Bans Facial Recognition
Technology”, 14 May 2019.
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enforcement? Which fundamental rights are most
affected when this technology is deployed - and
what measures should public authorities take to
guarantee that these rights are not violated?

The risk of errors in matching faces is the most fre-
quently raised fundamental rights concern. How-
ever, fundamental rights concerns also stem from
the weak position of the individuals whose facial
images are captured and processed. Fundamental
rights affected include, among others, human dig-
nity, the right to respect for private life, the pro-
tection of personal data, non-discrimination, the
rights of the child and the elderly, the rights of peo-
ple with disabilities, the freedom of assembly and
association, the freedom of expression, the right
to good administration, and the right to an effec-
tive remedy and to a fair trial.

For example, facial recognition technology has
higher error rates when used on women and peo-
ple of colour, producing biased results, which can
ultimately result in discrimination. The use of facial
recognition technology can also have a negative
impact on the freedom of assembly, if people fear
that facial recognition technology is being used to
identify them (“chilling effect”).

Facial recognition technology: fundamental rights considerations in the context of law enforcement

Moreover, there are possible long-term implications,
which are not within the scope of this focus paper.
Curtailing privacy by processing large amounts of
personal data, including in particular individual faces,
may ultimately affect the functioning of democracy,
since privacy is a core value inherent to a liberal
democratic and pluralist society, and a cornerstone
for the enjoyment of fundamental rights.

Civil society and private companies have advocated
for a clear regulatory framework of facial recognition
technology.™ Furthermore, the European Commis-
sion’s High-Level Expert Group on Artificial Intelli-
gence (HLEG Al) specifically recommends the pro-
portionate use of facial recognition technology and
suggests that its application must be clearly war-
ranted in existing laws,” given its growth fuelled
by the increasing use of artificial intelligence. Case
law is still virtually non-existent, with one recent
exception adjudicated in the United Kingdom (judg-
ment not final).2

18 See, for example, Big Brother Watch, Face Off Campaign,
May 2019; Microsoft, Facial recognition: It's time for action,
6 December 2018. Big Brother Watch, supported by several UK
Members of the Parliament and 25 rights, race equality and
technology organisations as well as technology academics,
experts and lawyers, published a “Joint statement on police
and private company use of facial recognition surveillance in
the UK” in September 2019.

19 European Commission, Independent High-Level Expert Group
on Artificial Intelligence (2019), Ethics guidelines for Trustworthy
on Al, April 2019, pp. 33-34.

20 UK, High Court of Justice (Queens’ Bench Division — Divisional
Court Cardiff), The Queen (OTAOQ) Bridges and Chief Constable
of South Wales Police and others, [2019] EWCH 2341 (Admin), 4
September 2019.


https://bigbrotherwatch.org.uk/all-campaigns/face-off-campaign/
https://blogs.microsoft.com/on-the-issues/2018/12/06/facial-recognition-its-time-for-action/
https://bigbrotherwatch.org.uk/wp-content/uploads/2019/09/Statement-to-stop-live-facial-recognition-surveillance-BBW-September-2019-1.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2019/09/Statement-to-stop-live-facial-recognition-surveillance-BBW-September-2019-1.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2019/09/Statement-to-stop-live-facial-recognition-surveillance-BBW-September-2019-1.pdf
https://ec.europa.eu/futurium/en/ai-alliance-consultation/guidelines#Top
https://ec.europa.eu/futurium/en/ai-alliance-consultation/guidelines#Top
https://www.judiciary.uk/wp-content/uploads/2019/09/bridges-swp-judgment-Final03-09-19-1.pdf
https://www.judiciary.uk/wp-content/uploads/2019/09/bridges-swp-judgment-Final03-09-19-1.pdf

2. Facial images as a unique biometric

identifier in EU law

People’s facial images constitute biometric data:
they are more or less unique, cannot be changed,
and cannot easily be hidden. Facial images are also
easy to capture: in contrast to other biometric iden-
tifiers, such as fingerprints or DNA, a person is typi-
cally unable to avoid having their facial image cap-
tured and monitored in public.

EU law regulates the processing of facial images under
the EU data protection acquis. Table 1 provides an over-
view of relevant EU data protection instruments, their
subject matter, and whether they govern the process-
ing of facial images as biometric data. In the field of
police and judicial cooperation in criminal matters, the
Law Enforcement Directive (Directive (EU) 2016/680)
is the most relevant instrument. It establishes a com-
prehensive system of personal data protection in the
context of law enforcement.22 The Law Enforcement
Directive specifically refers to facial images as ‘biom-
etric data’ when used for biometric matching for the
purposes of the unique identification or authentica-
tion of a natural person. The sectorial EU instruments
governing large-scale EU information systems in the
field of migration and security, listed in Table 2 in Sec-
tion 5.2, complement the EU data protection acquis.

Biometric data is defined as “personal data result-
ing from specific technical processing relating to the
physical, physiological or behavioural characteristics

21 Directive (EU) 2016/680 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons
with regard to the processing of personal data by competent
authorities for the purposes of the prevention, investigation,
detection or prosecution of criminal offences or the execution
of criminal penalties, and on the free movement of such data,
and repealing Council Framework Decision 2008/977/JHA, OJ
2016 L 119/89 (Law Enforcement Directive), 0J L 119, 4.5.2016,
pp. 89-131.

GDPR, recital (41).

22 For more, see FRA, Council of Europe and EDPS (2018),
Handbook on European data protection law. 2018 edition,
Luxembourg, Publications Office, June 2018, pp. 31-33 and
Chapter 8.

23 Law Enforcement Directive, Art. 3 (13). See also Regulation
(EU) 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation), OJL 119, 4.5.2016, pp.
1-88 (GDPR), Art. 4 (14) as well as Regulation (EU) 2018/1725
of the European Parliament and of the Council of 23 October
2018 on the protection of natural persons with regard to the
processing of personal data by the Union institutions, bodies,
offices and agencies and on the free movement of such data,
and repealing Regulation (EC) No 45/2001 and Decision
No. 1247/2002/EC (PE/31/2018/REV/1), OJ L 295, 21.11.2018,
pp. 39-98, Art. 3 (18).

of a natural person, which allow or confirm the unique
identification of that natural person, such as facial
images or dactyloscopic [fingerprint] data.”> EU data
protection law recognises two categories of infor-
mation as biometric data: 1) ‘physical/physiological
characteristics’, which pertain to bodily characteris-
tics such as facial features, fingerprints, retina and
iris characteristics; and 2) ‘behavioural characteris-
tics’, like deeply ingrained habits, actions, personal-
ity traits, addictions, etc.>s This includes behavioural
characteristics that could permit the unique identifi-
cation of a person, such as a hand-written signature,
or a way of walking or moving. Digital facial images
belong to the first category.

Recital (51) of the GDPR makes a distinction between
the legal nature of simple ‘photographs’ and biom-
etric “facial images’. The definition of biometric data
applies to photographs only when these are processed
through specific technical means allowing the unique
identification or authentication of a natural person.?¢

‘Special categories’ of personal data

“[P]ersonal data revealing racial or ethnic ori-
gin, political opinions, religious or philosophical
beliefs, or trade union membership, and the pro-
cessing of genetic data, biometric data for the
purpose of uniquely identifying a natural per-
son, data concerning health or data concerning
a natural person’s sex life or sexual orientation.”

Source: Law Enforcement Directive, Article 10 (1);
GDPR, Article 9 (1) and Regulation (EU) 2018/1725,
Article 10 (1)

Due to their sensitive nature, facial images fall into
the ‘special categories of personal data’ or sensi-
tive data. As such, EU data protection law provides
for enhanced protection, and additional safeguards,
compared to other personal data.”

24 Law Enforcement Directive, Art. 3 (13); GDPR, Art. 4 (14);
Regulation (EU) 2018/1725, Art. 3 (18).

25 Article 29 Data Protection Working Party (2012), Opinion
3/2012 on developments in biometric technologies, 00720/12/
EN, WP193, Brussels, 27 April 2012, p. 4; Misra, P. (2018),
‘Here’s how face recognition tech can be GDPR compliant’,
thenextweb.com, 29 October 2018.

26 GDPR, recital (51); See also Regulation (EU) 2018/1725, recital (29).

27 For more, see FRA, Council of Europe and EDPS (2018),
Handbook on European data protection law. 2018 edition,
Luxembourg, Publications Office, June 2018.
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Table 1: EU law instruments on data protection: provisions on facial images and their applicability

EU legal instrument | Definition of ‘biometric data’ Personal scope Material scope
on data protection (including ‘facial image’)

Law Enforcement Yes (Art. 3 (13)) EU Member States”  Automated processing of personal
Directive law enforcement data in Schengen Member States
(Dir. (EU) 2016/680) authorities and processing of personal data

by any other means which form
part of a filing system for the
prevention, investigation, detection
or prosecution of criminal offences -
within the scope of EU law

General Data Yes (Art. 4 (14)) All private actors Automated processing of personal
Protection established and data in the European Economic Area
Regulation public institutions and processing of personal data by
(Reg. (EU) 2016/679) operatinginthe EU  any other means which form part

as well as controllers = of a filing system - within the scope
and processors not  of EU law (e.g. GDPR not applicable
established in the to national security-related data

EU that offer goods/  processing)

services to data

subjects in the EU

Data Protection Yes (Art. 3 (18)) EU institutions, Personal data processing by EU
Regulation for EU bodies and agencies institutions, bodies and agencies
institutions, bodies

and agencies

(Reg. (EU) 2018/1725)

Directive on privacy No Any individual Transmission of data through public

and electronic whose personal electronic communication services

communications data are processed - except for activities falling outside

(Dir. 2002/58/EC, in the electronic the scope of EU law and activities

as amended by communication concerning public security, defence,

Dir. 2009/136/EC) sector in the EU State security and the activities of
(e.g. via internet the State in criminal law

and mobile/landline
telephony and via
their accompanying
networks)

Source: FRA, 2019 (based on EU law instruments listed in the table)


https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016L0680
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32018R1725
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32002L0058
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32009L0136

3. What is facial recognition technology?

Facial recognition technologies are biometric sys-
tems that allow the automatic identification and
matching of a person’s face. The technology extracts
and further processes biometric data by creating a
‘biometric template’.?® For facial images, a biome-
tric template detects and measures various facial
features.

Facial recognition

Facial recognition is the “automatic processing
of digital images which contain the faces of indi-
viduals for identification, authentication/verifi-
cation or categorisation of those individuals”.

Source: Article 29 Data Protection Working Party
(2012), Opinion 02/2012 on facial recognition in
online and mobile services, 00727/12/EN, WP 192,
Brussels, 22 March 2012, p. 2

Facial recognition refers to a multitude of technol-
ogies that can perform different tasks for different
purposes. In this regard, a key distinction is whether
facial recognition is used for verification, identifi-
cation or categorisation. Verification and identifi-
cation deal with matching unique characteristics
of individuals to determine their individual iden-
tity. Categorisation deals with deducing whether
an individual belongs to a specific group based on
his or her biometric characteristics - for example,
sex, age, or race.

In the past few years, facial recognition technolo-
gies have strongly benefitted from increased data
availability, computing power and the development
of sophisticated machine learning algorithms.

28 Article 29 Data Protection Working Party (2012), Opinion
3/2012 on developments in biometric technologies, 00720/12/
EN, WP193, Brussels, 27 April 2012.

29 ‘Biometric template’ means a mathematical representation
obtained by feature extraction from biometric data limited to
the characteristics necessary to perform identifications and
verifications (see Art. 4 (12) of Regulation (EU) 2019/818 of
the European Parliament and of the Council of 20 May 2019
on establishing a framework for interoperability between
EU information systems in the field of police and judicial
cooperation, asylum and migration and amending Regulations
(EU) 2018/1726, (EU) 2018/1862 and (EU) 2019/816, OJ L 135,
22.5.2019, pp. 85-135).

3.1. Verification (one-to-one
comparison)

Verification or authentication is often referred to as
one-to-one matching. It enables the comparison of
two biometric templates, usually assumed to belong
to the same individual.3° Two biometric templates
are compared to determine if the person shown on
the two images is the same person. Such a procedure
is, for example, used at Automated Border Control
(ABC) gates used for border checks at airports. A
person scans his or her passport image and a live
image is taken on the spot. The facial recognition
technology compares the two facial images and if
the likelihood that the two images show the same
person is above a certain threshold, the identity
is verified. Verification does not demand that the
biometric features be deposited in a central data-
base. They may be stored, for example, on a card
or in an identity/travel document of an individual.

3.2. lIdentification (one-to-
many comparison)

Identification means that the template of a person’s
facial image is compared to many other templates
stored in a database to find out if his or her image
is stored there. The facial recognition technology
returns a score for each comparison indicating the
likelihood that two images refer to the same person.
Sometimes images are checked against databases,
where it is known that the reference person is in the
database (closed-set identification), and sometimes,
where this is not known (open-set identification).
The latter operation would be applied when persons
are checked against watchlists. Using facial recog-
nition technology for identification is sometimes
referred to as Automated Facial Recognition (AFR).3"

Identification can be used based on facial images
obtained from video cameras. For this purpose, the
system first needs to detect if there is a face on
the video footage. Smart phone users might know

30 See also Kindt, E. (2013), Privacy and Data Protection Issues of
Biometric Applications A comparative legal analysis (1st edn.
Springer, Governance and Technology Series 12,2013) and
Iglezakis, 1. (2013), EU Data protection legislation and case-law
with regard to biometric application, Aristotle University of
Thessaloniki, 18 June 2013.

31 For example in Davies, B., Innes, M., and Dawson, A. (2018),
An Evaluation of South Wales Police’s use of Automated Facial
Recognition, Cardiff University, September 2018.
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when taking pictures that sometimes the camera
automatically draws rectangles over faces.

Faces on video footage are extracted and then com-
pared against the facial images in the reference
database to identify whether the person on the
video footage is in the database of images (e.g. on
the watchlist). Such systems are referred to as Live
Facial Recognition Technology (LFRT).3? The quality
of the facial images extracted from video cameras
cannot be controlled: light, distance and position
of the person captured on the video footage limit
the facial features. Therefore, live facial recogni-
tion technologies are more likely to result in false
matches as compared to facial images taken in a
controlled environment, such as a border crossing
point or a police station.

3.3. Categorisation (matching
general characteristics)

Apart from verification and identification, facial rec-
ognition technology is also used to extract infor-
mation about an individual’s characteristics. This
is sometimes referred to as ‘face analysis’. It can,
therefore, also be used for profiling individuals,
which involves categorising individuals based on
their personal characteristics.33 Characteristics com-
monly predicted from facial images are sex, age and
ethnic origin. Categorisation means that the tech-
nology is not used to identify or match individu-
als, but only characteristics of individuals, which do
not necessarily allow for identification. However,
if several characteristics are inferred from a face,
and potentially linked to other data (e.g. location
data), it could de facto enable the identification of
an individual.

32 Fussey, P.and Murray, D. (2019), Independent Report on
the London Metropolitan Police Service's Trial of Live Facial
Recognition Technology, University of Essex, Human Rights
Centre, July 2019.

33 See FRA (2018), Preventing unlawful profiling today and in the
future: a guide, Luxembourg, Publications Office, December 2018.

Facial recognition technology: fundamental rights considerations in the context of law enforcement

The use of facial recognition technology does not
stop here. Researchers and companies have exper-
imented with inferring other characteristics from
facial images, such as sexual orientation.34 Such tests
are highly controversial from an ethics perspective.
Facial recognition technology can also be used to
infer emotions, such as anger, fear or happiness,
and to detect whether people are lying or telling
the truth. The latter was researched at selected
EU external borders (Greece, Hungary and Latvia)
in the framework of the Integrated Portable Con-
trol System (iBorderCtrl) project, which integrates
facial recognition and other technologies to detect
if 3 person is saying the truth.3

The serious fundamental rights implications of the
categorisation of individuals based on facial images
is beyond the scope of this paper, which focuses on
the use of facial recognition technology for iden-
tification purposes.

34 Wang, Y. and Kosinski, M. (2018), ‘Deep neural networks are
more accurate than humans at detecting sexual orientation
from facial images’, Journal of Personality and Social
Psychology, 114(2), pp. 246-257.

35 See European Commission, “Smart lie-detection system to
tighten EU’s busy borders,” 24 October 2018, and the website
of iBorderCtrl.
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4. Accuracy of facial recognition technology:
assessing the risks of wrong identification

4.1. Technological
developments and
performance assessment

The high level of attention given to facial recognition
technology in the recent past stems from strong accu-
racy gains achieved since 2014.3° The accuracy gains
are mainly attributed to the availability of increased
computational power, massive amounts of data (dig-
ital images of people and their faces), and the use of
modern machine learning algorithms.

Determining the necessary level of accuracy of facial
recognition software is challenging: there are many
different ways to evaluate and assess accuracy, also
depending on the task, purpose and context of its use.
When applying the technology in places visited by mil-
lions of people - such as train stations or airports - a
relatively small proportion of errors (e.g. 0.01 %) still
means that hundreds of people are wrongly flagged.
In addition, certain categories of people may be more
likely to be wrongly matched than others, as described
in Section 3. There are different ways to calculate and
interpret error rates, so caution is required.?® In addi-
tion, when it comes to accuracy and errors, questions
in relation to how easily a system can be tricked by,
for example, fake face images (called ‘spoofing’) are
important particularly for law enforcement purposes.®

Facial recognition technologies, like other machine-
learning algorithms, have binary outcomes, meaning
that there are two possible outcomes. It is there-
fore useful to distinguish between false positives
and false negatives:

36 See Grother, P, Ngan, M., and Hanaoka, K. (2018), Ongoing
Face Recognition Vendor Test (FRVT) Part 2: Identification,
NISTIR 8238; or Galbally, J., Ferrara, P., Haraksim, R., Psyllos, Al,
and Beslay, L. (2019), Study on Face Identification Technology
for its Implementation in the Schengen Information System,
Luxembourg, Publications Office, July 2019.

37 For facial image recognition, the success mostly stems
from the use of deep convolutional neural networks. These
algorithms learn generic patterns of images by splitting
images in several areas.

38 For more detailed discussions of evaluation metrics, see
Grother, P., Ngan, M., and Hanaoka, K. (2018), Ongoing Face
Recognition Vendor Test (FRVT) Part 2: Identification, NISTIR
8238; or Galbally, J., Ferrara, P., Haraksim, R., Psyllos, Al, and
Beslay, L. (2019), Study on Face Identification Technology
for its Implementation in the Schengen Information System,
Luxembourg, Publications Office, July 2019.

39 See for example: Parkin, A. and Grinchuk O. (2019), Recognizing
Multi-Modal Face Spoofing with Face Recognition Networks.

m A ‘false positive’ refers to the situation where
animage is falsely matched to another image on
the watchlist. In the law enforcement context,
this would mean that a person is wrongly identi-
fied as being on the watchlist by the system. This
has crucial consequences on that persons’ fun-
damental rights. The “false positive identification
rate” gives the proportion of erroneously found
matches (e.g. number of people on the watchlist
identified who are in fact not on the watchlist)
among all those who are not on the watchlist.

B False negatives are those who are deemed not to
be matches (i.e. not on the watchlist), but in fact
are matches. The corresponding “false negative
identification rate”, or “miss rate”, indicates the
proportion of those erroneously not identified
among those who should be identified.

The issue of false positives and false negatives is
also connected to data quality and to the accuracy
of data processing. Addressing this requires a regular
correction and updating of the facial images stored
in a watchlist in order to ensure accurate processing.

When discussing error rates, three important con-
siderations need to be kept in mind:

B First, an algorithm never returns a definitive
result, but only probabilities. For example: with
80 % likelihood, the person shown on one image
is the person on another image on the watchlist.
This means that thresholds or rank-lists need to
be defined for making decisions about matches.

B Second, as a consequence, there is always a trade-
off between false positives and false negatives
because of the decision on a probability thresh-
old. If the threshold is higher, false positives will
decrease, but false negatives will increase, and the
other way round. This is why such rates are usually
reported with the other rate at a fixed level (e.q.
the miss rate is reported at the fixed false positive
identification rate of 0.01, i.e. 1 %).4°

m Third, the rates need to be evaluated with the quan-
tities of real cases in mind. If a large number of
people are checked in mass, a potentially small
false positive identification rate still means that a

40 E.g.Grother, P, Ngan, M., and Hanaoka, K. (2018), Ongoing
Face Recognition Vendor Test (FRVT) Part 2: Identification,
NISTIR 8238.
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