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Introduction

At the AIDA Committee meeting of 1 and 4 March 
2021, in cooperation with the Foreign Affairs Commit-
tee (AFET) and the Sub-Committee on Security and 
Defence (SEDE), the AIDA Committee explored the 
opportunities and obstacles to greater transatlantic 
cooperation on AI, by holding two panel discussions 
bringing together AI leaders from across government, 
industry, and international civil society. The key take-
aways from both panels are summarised below, fol-
lowed by contributions on the outcome of the hearing 
made by the European Parliament political groups. A 
recording of the event is available via the AIDA Com-
mittee website1.

In its pursuit of human-centric and trustworthy AI, the 
EU has an objective of building fair AI systems that 
serve society and are compliant with existing legal 
frameworks at national, European and international 
level. Drawing on its strengths in research, robotics, 
industrial data, as well as a strong legal framework for 
data protection based on the GDPR, the EU has the po-
tential to be at the forefront of the global regulatory 
challenge that will define how the world develops and 
implements AI technologies. 

On 2 December 2020, the European Commission and 
the High Representative of the Union for Foreign Af-
fairs and Security Policy issued a joint communication2 

on a new EU-US agenda for global change. One of the 
four focus areas - trade and tech - set out a recommen-
dation that the EU and US enter into a transatlantic ‘AI 
Agreement’ in a greater drive to strengthen multilater-

alism and regulatory convergence in the digital econo-
my. Building on the shared value of human-centric AI, 
the agreement would set a blueprint for global AI stan-
dards that is fundamentally values-driven and consis-
tent with the framework of existing legal norms set out 
in international law. 

Across the Atlantic, similar developments are un-
derway. In a November 2020 Majority Report3 of the 
Committee on Foreign Relations, the US Senate set 
out its vision on how increased EU-US cooperation 
can “shape the future of technology” and influence 
global standard-setting, while addressing the risks of 
lagging behind China in the future development of 
AI. Meanwhile, the US National Security Commission 
on Artificial Intelligence (NSCAI) has been tasked with 
adopting expert recommendations on advancing the 
development of AI in a security and defence context. 
As regards transatlantic cooperation on this front, in its 
Third Quarter Recommendations to the US Congress, 
the NSCAI proposed a Strategic Dialogue for Emerging 
Technologies (SDET) between the United States and 
the European Union (in the meanwhile, the NSCAI has 
issued its Final Report4).  

In the field of cybersecurity, defence, and AI-enabled 
and autonomous weapon systems, there is also scope 
for more global regulatory dialogue. The new EU Cy-
bersecurity Strategy5 was adopted jointly by the Euro-
pean Commission and the High Representative of the 
Union for Foreign Affairs and Security Policy on 16 De-
cember 2020. Regarding in particular future regulato-



1 AIDA website, https://www.europarl.europa.eu/committees/en/aida 

2 JOIN(2020) 22 final JOINT COMMUNICATION TO THE EUROPEAN PARLIAMENT, THE EUROPEAN COUNCIL AND THE COUNCIL - “A new EU-US agenda for global change”

3 The United States Senate Committee on Foreign Relations Majority Report November 2020 - “The United States and Europe - A Concrete Agenda for Transatlantic 

Cooperation on China”

4  NSCAI Final Report, https://www.nscai.gov/ 

5 JOIN(2020) 18 final JOINT COMMUNICATION TO THE EUROPEAN PARLIAMENT AND THE COUNCIL - “The EU's Cybersecurity Strategy for the Digital Decade”

6 European Parliament resolution of 12 September 2018 on autonomous weapon systems (2018/2752(RSP)); see also: European Parliament resolution of 20 January 2021 on 

artificial intelligence: questions of interpretation and application of international law in so far as the EU is affected in the areas of civil and military uses and of state authority 

outside the scope of criminal justice (2020/2013(INI))

7 Ethics guidelines for trustworthy AI, 9 April 2019, High-Level Expert Group on AI, p. 34 

ry cooperation on LAWS (lethal autonomous weapon 
systems), many questions remain to be addressed at 
international level. The European Parliament has ex-
pressed its position6 on LAWS, calling for a ban thereof 
and recalling that the development and use of LAWS 
raises fundamental ethical concerns. The European 
Commission High Level Expert Group referenced the 
Parliament’s position in its Ethics Guidelines for Trust-
worthy AI7. 

Against this backdrop, and amidst recent and forth-
coming EU legislative activity aimed at regulating AI, 
the AIDA Committee, together with AFET and SEDE, 
saw an opportunity to deepen the debate on the ex-
ternal policy dimensions of AI and explore regulatory 
and legislative measures to support it. Looking at not 
only the EU-US partnership, but also beyond to strate-
gic rivals such as China, time is of the essence in build-

ing regulatory and policy consensus on AI ahead of the 
EU’s 2030 Digital Decade.

Summing up the two panel discussions, AIDA Chair 
Dragoș Tudorache made the following statement: “As 
we prepare, at the European level, multiple and com-
plementary pieces of legislation setting the rules of 
the digital world, we need to also start promoting our 
views, values, and rules around the world. For the EU to 
become a global geopolitical actor, we need to adapt 
our foreign policy and external action to the digital fu-
ture, and a key component of this is strengthening the 
digital transatlantic partnership. The EU and the US are 
both founded on the values of freedom, human rights, 
democracy, and the rule of law. These values need to 
serve as cornerstones for the global digital future.”



International cooperation on AI is growing in im-
portance across a broad range of UN agencies and 
initiatives. Irakli Beridze (Head of Centre for AI and Ro-
botics, United Nations Interregional Crime and Justice 
Research Institute - UNICRI) informed Members that, 
since the establishment of its specialised Centre for 
AI and Robotics in the Hague in 2017, UNICRI has con-
tributed to a range of UN-backed initiatives centred 
on increasing international cooperation on AI, includ-
ing the Secretary-General’s High-Level Panel on Digi-
tal Cooperation and the AI for Good Summit. Within 
its mandate on crime prevention, criminal justice, 
rule of law and security, UNICRI supports Member 
States through soft law approaches and knowl-
edge development on how AI is used in the context 
of crime prevention, counter-terrorism, and law en-
forcement. Mr Beridze stated that, in addition to de-
veloping operational AI toolkits and supporting ca-
pacity development, the Centre for AI and Robotics 
organises an annual Global Meeting on AI for Law 
Enforcement in partnership with INTERPOL, which 
serves as a unique platform for dialogue and coopera-
tion on AI between law enforcement agencies, indus-
try, academia and civil society. The platform is commit-
ted to developing AI in a way that respects human 
rights and observes the principles of fairness, ac-
countability, transparency and explainability.

In terms of geopolitics, AI has become an area of 
strategic importance, in view of its potential to 
help solve a multitude of global societal challeng-
es according to Kristin de Peyron (Deputy Managing 
Director for Human Rights – Global and Multilateral Is-
sues, European External Action Service - EEAS). Ms de 
Peyron reiterated that while AI regulation is still in its 
infancy, the nascent EU approach differs from that of 
China and Russia, but also to some extent from that of 
the US. Ms de Peyron explained that the rationale of 
the forthcoming EU legislative proposal on AI would 
be to set forth a balanced regulatory framework based 
on an ecosystem of excellence and trust. Making a 
connection to the Joint Communication to the Euro-
pean Parliament and the Council on strengthening the 
EU’s contribution to rules-based multilateralism8 , Ms 
de Peyron also highlighted that, with its approach to 
AI, the EU aims to push for a globally competitive 
AI framework that is human-centric, human-rights 
based, and respects EU values. Ms de Peyron noted 
that the EU should both leverage the Single Mar-
ket’s attractiveness and use active regulatory co-
operation in order to play a prominent role in help-
ing to help shape global AI norms and standards. 
Finally, in line with the proposed transatlantic AI 

agreement, Ms de Peyron stressed that this is an 
area where EU-US cooperation is welcome and im-
portant.

Bruno Sportisse (CEO, GPAI Centre of Expertise in Par-
is, National Institute for Research in Digital Science 
and Technology - INRIA) highlighted that INRIA is en-
gaged on several fronts in advancing the international 
regulatory dialogue on AI. Its Regalia Project “aims to 
build a software environment for testing and regula-
tion support to deal with the risks of bias and disloyal-
ty generated by the algorithms of digital platforms”9. 
In addition to regulatory innovation, Europe has 
work to do in building greater capacities in digital 
skills and education, as well as gaps in funding for 
R&D, both of which remain structural challenges to 
building a European workforce and entrepreneur-
ial base equipped to harness the future of AI. 

Countries in Latin America are also looking towards 
the transformative potential of AI, with a long-term 
vision emerging for the continent’s transition to a 
data-based economy, according to Agostinho Almei-
da (Head of the Centre for the Fourth Industrial Revo-
lution in Colombia (C4IR.CO), affiliate to the World Eco-
nomic Forum). In terms of Latin American regulatory 
cooperation on AI, Mr Almeida also mentioned several 
ongoing projects taking place in cooperation with the 
World Economic Forum and CAF, focused on the stra-
tegic use of data and AI in the public sector in Latin 
America as well as the development of AI-related pub-
lic procurement guidelines.

Across the Atlantic, legislative and regulatory ef-
forts are underway to harness the full potential of AI. 
Congresswoman Robin Kelly (US Congress (D, IL)) ex-
plained the work undertaken in Congress through the 
Bipartisan Policy Centre to outline the top priorities 
for a US national strategy, and how a number of these 
priorities were eventually taken up as law through the 
adoption of the National Defense Authorization Act. 
Congresswoman Kelly also spoke of the persisting 
issues of bias in AI, in terms of race, gender, and age, 
stating that: “Consistently, persons who are older, 
darker skinned, and women, are the most inaccu-
rately classified by AI. While often unintentional, 
bad data sets and real-world biases can creep into 
algorithms. Tech companies cannot hide behind 
the shield of stifling innovation to avoid all regu-
lation. Companies must be reminded that if things 
are illegal in the real world, then they are also ille-
gal in an algorithm.”

Key takeaways:

Panel 1: “AI Diplomacy and Governance in a Global Setting: Towards Regulatory Convergence?” 
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In December 2019, NATO adopted a comprehensive 
roadmap on emerging and disruptive technologies 
(EDTs) and the respective future implementation strat-
egy agreed by the Allies, as stated by Mircea Geoană 
(Deputy Secretary General, NATO). EDTs, including AI, 
are fundamental to the future security of NATO and 
its Allies, as reflected in the NATO 2030 initiative, 
which aims for greater transatlantic collaboration re-
garding emerging technologies and standard setting. 
Mr Geoană expressed concern over technological de-
velopments carried out with little regard to human 
rights and data privacy in Russia and China. He called 
for a common framework for the responsible use of AI 
based on democratic values and the rule of law. 

AI will be addressed in the European Defence Fund’s 
annual work programmes as it is a key enabling 
technology for most defence capabilities, accord-
ing to Francois Arbault (Director for Defence Industry, 
DG DEFIS, European Commission). Concerning the 
forthcoming European Commission proposal for 
a horizontal legal framework for AI, military uses 
of AI will not be covered, as the legal basis does 
not allow for it. However, the risk-based approach 
proposed in the draft Regulation foresees mandato-
ry requirements for high-risk AI systems, which could 
include: use of high-quality training data which re-
spects EU rules and values; record keeping of relevant 
documentation regarding the data, algorithm and the 
programming and training of AI systems; provision of 
information on AI systems’ performance; robustness 
and accuracy requirements; and human oversight. As 
regards the important question of LAWS, the EDF 
Regulation requires that all R&D projects funded 
under the Fund be fully compliant with relevant in-
ternational, EU and national law as well as the ethi-
cal principles reflected therein.  

Autonomous systems are considered as a 
game-changer in military operations, but under 
the principle of orthogonality, the actions and the 
results of the system will remain within the bound-
aries set by man, hence remaining controllable. 
However, without an internationally agreed upon 
definition of Meaningful Human Control (MHC), 
it is not possible to fully prohibit LAWS that do 
not have MHC. Pieter Elands (Program Manager Un-
manned Systems, TNO) presented the main principle 
of achieving Meaningful Human Control, the Orthogo-
nality Principle, crucial to the field of autonomous sys-
tems. Applying this concept, Mr Elands stated that it is 
possible to constrain the actions of machines and set 
achievable goals for them in accordance with ethical 
and legal restrictions. Mr Elands described the TNO’s 

framework for meaningful human control in a military 
context, which is based on the exercise of control and 
accountability through detailed explanations before, 
during and after a mission. 

In moving towards the international regulation 
of autonomous weapons systems (AWS) which in-
clude military applications of AI, effective inter-
national legal regulation in this area must include 
both positive obligations to retain meaningful hu-
man control as well as prohibitions on certain types 
of weapons systems, according to Elizabeth Minor 
(Advisor, Article 36 NGO). Ms Minor commended the 
European Parliament’s 2018 and 2021 resolutions re-
garding an international treaty on autonomous weap-
ons, and stated that Europe should play a leading role 
in setting the standards and endorsing an internation-
al treaty. Ms Minor highlighted the role of the Euro-
pean Defence Fund in drawing a legal line against 
the support of certain autonomous weapons that 
cannot be meaningfully controlled. 

Gilman Louie (Commissioner, US National Security 
Commission on AI - NSCAI) emphasized the need for 
the United States, the EU, and EU Member States 
to “get AI right” and further advance economic pros-
perity and international security. Mr Louie acknowl-
edged the challenges of the transatlantic relationship, 
however, he encouraged the creation of a high-lev-
el Strategic Dialogue on Emerging Technologies, 
which would foster consensus on ethics and reinforce 
democratic values. The NSCAI has also proposed an 
Emerging Technology Coalition of democratic na-
tions. 

The minimum requirements for meaningful human 
control are the combination of situational under-
standing and options for intervention of a human 
operator, according to Anja Dahlmann (Head of Proj-
ect - International Panel on the Regulation of Auton-
omous Weapons (iPRAW), German Institute for Inter-
national and Security Affairs). International efforts to 
regulate and define MHC may best be geared not 
towards an international treaty, but a mix of hard 
law measures and dynamic soft-law mechanisms - a 
“Treaty Plus” approach. According to Ms Dahlmann, 
the EU’s contribution to the norm-making process is 
already well under-way, and a definition of meaningful 
human control can be consolidated through a Com-
mon Position, as mentioned in the Parliament`s resolu-
tion of January 202110 , where Member States can pro-
vide contributions and translate the main principles 
into national and international law.

Panel 2: “AI, Cybersecurity, and Defence”

8 JOIN(2021) 3 final JOINT COMMUNICATION TO THE EUROPEAN PARLIAMENT AND THE COUNCIL - “Strengthening the EU’s contribution to rules-based multilateralism”

9 INRA, “For algorithm control”, https://www.inria.fr/en/algorithm-control

10  European Parliament resolution of 20 January 2021 on artificial intelligence: questions of interpretation and application of international law in so far as the EU is affected 

in the areas of civil and military uses and of state authority outside the scope of criminal justice (2020/2013(INI))
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