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Introduction

On 23 March, the AIDA Committee organised a pub-
lic hearing on “AI and Competitiveness”. The scope of 
the hearing addressed AI-related competitiveness and 
ease of doing business in the EU.

The event looked at how small and large companies 
research, develop and commercialise AI products and 
services as well as how they use AI tools to increase 
their competiveness. 

The first panel on “AI Governance” explored the na-
ture of AI  and the regulatory frameworks needed for 
enabling the potential of AI to increase the competi-
tiveness of EU enterprises. It focused on how the EU 

could be regulating AI and how it can help Member 
States steer AI competitiveness. 

The second panel on “The Perspective of Business 
and Industry” examined the challenges faced by EU 
enterprises in using developing/deploying/commer-
cialising AI and data intelligence solutions. 

The following document is a synthesis of some of the 
arguments offered during the hearing, which is explic-
itly intended to outline some of the pointed positions 
taken on by the experts.



The uptake and governance of AI cannot only be 
framed in terms of economic competitiveness. The 
main current deployment of AI is automated or 
semi-automated decision making (ADM) by increas-
ingly competent machines. Replacing slow-thinking 
humans with fast-thinking machines can lead to in-
creased productivity and knowledge but may also en-
tail partially losing control over the outcome. This can 
be problematic under certain circumstances.  

The occurrence of unintended bias being coded into 
AI algorithms and applications stems from bias pres-
ent in the underlying data. Biased data sets create bi-
ased models and lead to biased predictions and deci-
sions. There may be severe discrimination implications, 
affecting disparate groups, based on discriminatory 
factors or proxies for discrimination, such as gender, 
age, or other inherent characteristics. In terms of “data 
inclusivity” for machine learning purposes, Europe is 
lagging behind USA and China. 

There is not yet a global forum with powers to answer 
the question “what future do we want with AI and 
how do we achieve it”. Regulating AI is therefore chal-
lenging (also due to the rapidly evolving nature of the 

technology). International bodies, such as the World 
Economic Forum (WEF) or the UN, have developed a 
number of soft governance frameworks applicable to 
all types of private and public sector organisations, 
which may facilitate long-term implementation. 

To level the competitive playing field and catch up 
with the US and China in terms of AI investment, the 
EU needs to forge strong alliances worldwide with 
likeminded partners and overcome regulatory diver-
gences revolving around privacy rights, data flows and 
taxation. Soft governance mechanisms may be more 
amenable to securing international consensus on AI 
governance than hard law approaches. The UN, WEF, 
and OECD have produced a number of soft gover-
nance frameworks that could serve as a starting point 
in building regulatory convergence. In December 
2020, European Commission President von der Leyen 
introduced a new EU-US agenda for global change 
where technology and AI are prominently featured, 
and called for the establishment of a new EU-US Trade 
and Technology Council. The initiative calls on the EU 
and the US to seize this once in a generation opportu-
nity to create a global alliance of likeminded democ-
racies to meet the strategic challenge posed by China. 

Key Takeaways on AI Governance

The global perspective

Europe has an excellent community of researchers and 
a strong industrial base that has successfully harnessed 
technological advances, especially when it comes to 
embedded digital solutions.  Industrial data will be the 
next big opportunity for industry-led growth, follow-
ing the first wave of personal data. Europe is known in-
ternationally as a jurisdiction that fosters trustworthy 
products and services. Legal frameworks like the GDPR 
reflect strong European values that increase trust in 
the digital transition. The legislative proposals for a 
Data Governance Act and for a Digital Market Act, and 
the announced Data Act, aim to bring legal certainty 
and implementation guidelines on how data can be 
shared and how the data economy can flourish.  

European legislators could consider making codes of 
conduct mandatory in upcoming EU legislation on AI, 
as regards in particular the development of AI appli-
cations so that venture capitalists and other investors 
will realise that AI start-ups cannot be globally com-
petitive without placing importance on ethics, respon-
sible AI and trustworthiness. EU legislation could set a 
baseline for innovation and create a level playing field, 
acknowledging that not all technological advances 
should automatically be defined as progress. 

The EU could also consider avoiding over-regulation of 
AI as it will affect SMEs and start-ups much more than 
larger companies that adapt more easily. A narrow sec-
tor-by-sector approach (like in the US) to regulating 
may not be the answer for the EU, however. Instead, 
the EU approach could use objective criteria applica-
ble to different sectors. 

The EU approach to AI could facilitate research, innova-
tion and competitiveness by enabling easier access to 
non-sensitive data or to sensitive data after adequate 
anonymisation. The EU AI regulatory framework could 
be risk-driven, not adverse to risk taking. The frame-
work could promote innovation and make risk man-
agement easier, not more complicated. The EU could 
take a risk-based approach, centred on risk mitigation. 
The EU legislation could possibly distinguish between 
“AI dealing with objects” and “AI dealing with people” 
and also consider an adequate level of certification for 
truly high risk applications while ensuring their ade-
quate “auditability” by independent third parties.

The EU approach

https://ec.europa.eu/commission/presscorner/detail/en/ip_20_2279


Public administrations in Member States could adopt 
AI solutions to accelerate the uptake of AI in society 
(by creating possible snowball effects in the private 
sector). When applicable, AI software components and 
solutions developed internally by EU governments 
could be released publicly as re-usable open source 
resources to help other Member States and EU compa-
nies develop AI solutions faster. 

Data collected by all EU governments could be more 
widely available to all EU enterprises. In addition, EU 

governments could provide technological mecha-
nisms allowing EU enterprises to process that data 
easily. The future EU Data Act could therefore address 
interoperability of shared accessible data as a key pri-
ority. 

To support R&D in the field of AI across the EU, it is 
especially important that open governmental data of 
Member States is transferrable securely across borders 
and easily reusable.

Key takeaways:

The strategic role of public administrations in Member States 

Key Takeaways on “The perspective of Business and the Industry”

Legal certainty is essential to create more innovation 
as otherwise large companies will not risk their R&D 
budget and venture capital. Once the rules of the 
game are clear, start-up eco-systems can blossom. 
Legal certainty helps companies to know where they 

stand regarding development and commercialisation 
of sensitive technologies such as those based on facial 
recognition. Doubt kills innovation or allows it to flour-
ish in uncontrolled ways. 

The need for more legal certainty

Most of the novel AI applications that exist today have 
been created because of advances in machine learning 
(ML) and big data (BD) systems and technologies. Basic 
research in the EU is of high quality, but further invest-
ments in research are needed to develop next gen-
eration ML methods and BD systems, as global com-
petition is fierce. Educating and training  in the use of 
ML methods and BD systems is of vital importance. In 
particular, basic training in data literacy and ICT skills, 
such as data programming, data management, and 
algorithmic modeling, is needed. These subjects need 
to be taught throughout different educational levels 
(from elementary through to tertiary education).

The EU could invest in applying AI to all scientific fields 
and facilitate the exchange of researchers between 
universities and the private sector. 

Internal training and awareness of AI inside companies 
is essential, as effective AI deployment  requires reskill-
ing of  most employees of a company, not just the IT 
staff. SMEs could be made better aware of the value of 
their industrial data, so that they do not give it away 
without ensuring proper proprietary control. The gen-
eral population could be better educated on the func-
tioning of AI algorithms so that they can better spot 
fake news and deep fakes.

The EU competency challenge
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Data is the fuel of modern economies. The EU could ben-
efit from an independent, technical infrastructure and 
ecosystem that would enable the creation, sharing and 
use of both data and algorithms as well as of data stor-
age solutions and computing resources in an open and 
inclusive way. This way the EU can move beyond North 
American and Chinese solutions, which may not be suit-
ed to European privacy and ethics norms nor to the Eu-
ropean social economy model. Through the attainment 
of technological sovereignty and strategic autonomy, 
Europe would be able to: (i) maintain digital sovereignty 
in AI, (ii) retain talent and leadership in academia, (iii) fa-
cilitate data-driven business opportunities (iv) compete 
globally, and (v) shape the future of the digital world 
through its own industries and not merely be users of 
BD and ML technologies deployed elsewhere.

The EU could go beyond data exchange and multi-
cloud considerations like GAIA-X, and consider the sup-

port of easy-to-use, integrated platforms to store data, 
host algorithms, and perform processing. The creation 
of such an ecosystem could avoid the complexity and 
management constraints of too many stakeholders. In-
stead, this ecosystem could be based on a single vision, 
mission and set of objectives. It could leverage econ-
omies of scale, follow software-hardware co-design 
principles, and take recent technological advances in 
networking, distributed systems, data management, 
and machine learning into consideration. Moreover, 
this approach could enable EU startups, companies, 
and EU citizens to share data and algorithms. 

A key objective for Digital Innovation Hubs supported 
by the EU could be to enable Companies to test and 
experiment with new AI technologies before investing 
in them.

An infrastructure to accelerate the development of a European AI

More could be done in the EU to support the devel-
opment of controversial technology such as AI-based 
facial recognition. Otherwise such applications will be 
developed outside the EU without proper regulatory 
oversight. The EU could promote anonymization and 
“automated and privacy-preserving technologies”, 
so that personal data can be made less sensitive and 

more easily processed by AI applications (with less pri-
vacy risks).

Legal space and legal flexibility could be created to 
ease AI experiments and innovations (concept of legal 
sandboxes).

The European data challenge

Governments and public agencies may need to invest 
more in AI that benefits society so that people can bet-
ter identify the benefits of willingly sharing data.

Workers and their representatives could be actively in-
volved in deployment and rollout of AI solutions in the 
companies they work for. 

EU legislation on personal data may have to be adapt-
ed (as privacy risks mainly depend on the way data is 
used). In this context, traditional conceptions of due 
diligence and liability  of the processing entity may 
have to be adapted as well.

The European acceptance challenge
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https://www.politico.eu/newsletter/ai-decoded/politico-ai-decoded-taxonomy-bans-with-a-catch-when-ai-gets-it-wrong/


 


