Amendment 1
Kateřina Konečná
on behalf of The Left Group

Report
Deirdre Clune
Shaping the digital future of Europe: removing barriers to the functioning of the digital single market and improving the use of AI for European consumers (2020/2216(INI))

Motion for a resolution
Citation 34 a (new)

Motion for a resolution

— having regard to the European Citizens’ Initiative ‘Reclaim your face’, which calls on the Commission to strictly regulate the use of biometric technologies in order to avoid undue interference with fundamental rights and to prohibit, in law and in practice, indiscriminate or arbitrarily targeted uses of biometrics, which can lead to unlawful mass surveillance,
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Amendment 2
Kateřina Konečná
on behalf of The Left Group

Report
Deirdre Clune
Shaping the digital future of Europe: removing barriers to the functioning of the digital single market and improving the use of AI for European consumers (2020/2216(INI))

Motion for a resolution
Paragraph 39

Motion for a resolution
39. Notes that consumers need a clear and predictable legal framework in case of product malfunction;

Amendment
39. Notes that consumers need a clear and predictable legal framework in case of product malfunction; highlights that in the case of product malfunction, the burden of proof should lay with the manufacturer, as they have a knowledge advantage, having created the product;
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Amendment 3
Kateřina Konečná
on behalf of The Left Group

Report
Deirdre Clune
Shaping the digital future of Europe: removing barriers to the functioning of the digital single market and improving the use of AI for European consumers (2020/2216(INI))

Motion for a resolution
Paragraph 52 a (new)

Motion for a resolution

Amendment

52a. Underlines that consumers need to be protected from dangerous or counterfeit products; underlines that AI is a relevant tool in the fight against these unlawful commercial products and content; considers that AI should be able to automatically identify and block products and content previously flagged as dangerous or counterfeit, and that platforms hosting commercial content or selling products should be held responsible for the products they sell or advertise;
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62. **Believes that** the establishment of review boards for AI products and services by organisations and businesses to assess the potential benefits and potential harm, notably the potential social impact, stemming from high-risk, impactful AI-based projects can be a useful tool to help organisations make responsible decisions about AI products and services, particularly when they include relevant stakeholders;

62. **Calls on the Member States to encourage and support** the establishment of specialised review boards for AI products and services in the Member States to assess the potential benefits and potential harm stemming from high-risk, impactful AI-based projects;