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(The type of procedure depends on the legal basis proposed by the draft act.)

Amendments to a draft act

Amendments by Parliament set out in two columns

Deletions are indicated in bold italics in the left-hand column. Replacements 
are indicated in bold italics in both columns. New text is indicated in bold 
italics in the right-hand column.

The first and second lines of the header of each amendment identify the 
relevant part of the draft act under consideration. If an amendment pertains to 
an existing act that the draft act is seeking to amend, the amendment heading 
includes a third line identifying the existing act and a fourth line identifying 
the provision in that act that Parliament wishes to amend.

Amendments by Parliament in the form of a consolidated text

New text is highlighted in bold italics. Deletions are indicated using either 
the ▌symbol or strikeout. Replacements are indicated by highlighting the 
new text in bold italics and by deleting or striking out the text that has been 
replaced. 
By way of exception, purely technical changes made by the drafting 
departments in preparing the final text are not highlighted.
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DRAFT EUROPEAN PARLIAMENT LEGISLATIVE RESOLUTION

on the proposal for a regulation of the European Parliament and of the Council on 
harmonised rules on Artificial Intelligence (Artificial Intelligence Act) and amending 
certain Union Legislative Acts
(COM2021/0206 – C9-0146/2021 – 2021/0106(COD))

(Ordinary legislative procedure: first reading)

The European Parliament,

– having regard to the Commission proposal to Parliament and the Council 
(COM(2021)0206),

– having regard to Article 16 and Article 114 of the Treaty on the Functioning of the 
European Union, pursuant to which the Commission submitted the proposal to 
Parliament (C9-0146/2021),

– having regard to Article 294(3) of the Treaty on the Functioning of the European Union,

– having regard to Rule 59 of its Rules of Procedure,

– having regard to the joint deliberations of the Committee on Internal Market and 
Consumer Protection and the Committee on Civil Liberties, Justice and Home Affairs 
under Rule 58 of the Rules of Procedure,

– having regard to the report of the Committee on Internal Market and Consumer 
Protection and the Committee on Civil Liberties, Justice and Home Affairs 
(A9-0000/2021),

1. Adopts its position at first reading hereinafter set out;

2. Calls on the Commission to refer the matter to Parliament again if it replaces, 
substantially amends or intends to substantially amend its proposal;

3. Instructs its President to forward its position to the Council, the Commission and the 
national parliaments.
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Amendment 1

Proposal for a regulation
Recital 1

Text proposed by the Commission Amendment

(1) The purpose of this Regulation is to 
improve the functioning of the internal 
market by laying down a uniform legal 
framework in particular for the 
development, marketing and use of 
artificial intelligence in conformity with 
Union values. This Regulation pursues a 
number of overriding reasons of public 
interest, such as a high level of protection 
of health, safety and fundamental rights, 
and it ensures the free movement of AI-
based goods and services cross-border, 
thus preventing Member States from 
imposing restrictions on the development, 
marketing and use of AI systems, unless 
explicitly authorised by this Regulation.

(1) The purpose of this Regulation is to 
improve the functioning of the internal 
market by laying down a uniform legal 
framework in particular for the 
development, the placing on the market, 
the putting into service and the use of 
artificial intelligence in conformity with 
Union values. This Regulation pursues a 
number of overriding reasons of public 
interest, such as a high level of protection 
of health, safety, fundamental rights and 
the Union values enshrined in Article 2 of 
the Treaty on European Union (TEU), 
and it ensures the free movement of AI-
based goods and services cross-border, 
thus preventing Member States from 
imposing restrictions on the development, 
marketing and use of AI systems, unless 
explicitly authorised by this Regulation.

Or. en

Amendment 2

Proposal for a regulation
Recital 2

Text proposed by the Commission Amendment

(2) Artificial intelligence systems (AI 
systems) can be easily deployed in multiple 
sectors of the economy and society, 
including cross border, and circulate 
throughout the Union. Certain Member 
States have already explored the adoption 
of national rules to ensure that artificial 
intelligence is safe and is developed and 
used in compliance with fundamental 

(2) Artificial intelligence systems (AI 
systems) can be easily deployed in multiple 
sectors of the economy and society, 
including cross border, and circulate 
throughout the Union. Certain Member 
States have already explored the adoption 
of national rules to ensure that artificial 
intelligence is safe and is developed and 
used in compliance with fundamental 
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rights obligations. Differing national rules 
may lead to fragmentation of the internal 
market and decrease legal certainty for 
operators that develop or use AI systems. 
A consistent and high level of protection 
throughout the Union should therefore be 
ensured, while divergences hampering the 
free circulation of AI systems and related 
products and services within the internal 
market should be prevented, by laying 
down uniform obligations for operators and 
guaranteeing the uniform protection of 
overriding reasons of public interest and of 
rights of persons throughout the internal 
market based on Article 114 of the Treaty 
on the Functioning of the European Union 
(TFEU). To the extent that this Regulation 
contains specific rules on the protection 
of individuals with regard to the 
processing of personal data concerning 
restrictions of the use of AI systems for 
‘real-time’ remote biometric identification 
in publicly accessible spaces for the 
purpose of law enforcement, it is 
appropriate to base this Regulation, in as 
far as those specific rules are concerned, 
on Article 16 of the TFEU. In light of 
those specific rules and the recourse to 
Article 16 TFEU, it is appropriate to 
consult the European Data Protection 
Board.

rights obligations. Differing national rules 
may lead to fragmentation of the internal 
market and decrease legal certainty for 
operators that develop or use AI systems. 
A consistent and high level of protection 
throughout the Union should therefore be 
ensured, while divergences hampering the 
free circulation of AI systems and related 
products and services within the internal 
market should be prevented, by laying 
down uniform obligations for operators and 
guaranteeing the uniform protection of 
overriding reasons of public interest and of 
rights of persons throughout the internal 
market based on Article 114 of the Treaty 
on the Functioning of the European Union 
(TFEU).

Or. en

Justification

A new recital 2a has been created to explain the reference to Article 16 TFEU.

Amendment 3

Proposal for a regulation
Recital 2 a (new)

Text proposed by the Commission Amendment

(2a) Artificial intelligence often relies 
on the processing of large volumes of 
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data, and many AI systems and 
applications process personal data. This 
Regulation is therefore also based on 
Article 16 TFEU, which enshrines the 
right of everyone to the protection of 
personal data concerning them and 
provides for the adoption of rules on the 
protection of individuals with regard to 
the processing of personal data. In light 
of the reliance on Article 16 TFEU, it is 
appropriate to consult the European Data 
Protection Board.

Or. en

Amendment 4

Proposal for a regulation
Recital 2 b (new)

Text proposed by the Commission Amendment

(2b) The fundamental right to the 
protection of personal data is safeguarded 
in particular by Regulations (EU) 
2016/679 and (EU) 2018/1725 and 
Directive 2016/680. Directive 2002/58/EC 
additionally protects private life and the 
confidentiality of communications, 
including providing conditions for any 
personal and non-personal data storing in 
and access from terminal equipment. 
Those legal acts provide the basis for 
sustainable and responsible data 
processing, including where datasets 
include a mix of personal and non-
personal data. This Regulation 
complements and does not affect Union 
law on data protection and privacy, in 
particular those other Regulations and 
Directives. This Regulation does not seek 
to affect the application of existing Union 
law governing the processing of personal 
data, including the tasks and powers of 
the independent supervisory authorities 
competent to monitor compliance with 
those instruments. This Regulation does 
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not affect the fundamental rights to 
private life and data protection as 
provided for by Union law on data 
protection and privacy and enshrined in 
the Charter of Fundamental Rights of the 
European Union (the ‘Charter’).

Or. en

Amendment 5

Proposal for a regulation
Recital 4

Text proposed by the Commission Amendment

(4) At the same time, depending on the 
circumstances regarding its specific 
application and use, artificial intelligence 
may generate risks and cause harm to 
public interests and rights that are 
protected by Union law. Such harm might 
be material or immaterial.

(4) At the same time, depending on the 
circumstances regarding its specific 
application and use, artificial intelligence 
may generate risks and cause harm to 
public interests and fundamental rights of 
natural persons that are protected by 
Union law. Such harm might be material or 
immaterial.

Or. en

Amendment 6

Proposal for a regulation
Recital 4 a (new)

Text proposed by the Commission Amendment

(4a) Given the major impact that 
artificial intelligence can have on society 
and the need to build trust, it is vital for 
artificial intelligence and its regulatory 
framework to be developed according to 
Union values enshrined in Article 2 TEU, 
the fundamental rights and freedoms 
enshrined in the Treaties, the Charter, 
and international human rights law. As a 
pre-requisite, artificial intelligence should 
be a human-centric technology. It should 
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not substitute human autonomy or 
assume the loss of individual freedom and 
should primarily serve the needs of the 
people and the common good. Safeguards 
should be provided to ensure the 
development and use of ethically 
embedded artificial intelligence that 
respects Union values and the Charter.

Or. en

Amendment 7

Proposal for a regulation
Recital 5

Text proposed by the Commission Amendment

(5) A Union legal framework laying 
down harmonised rules on artificial 
intelligence is therefore needed to foster 
the development, use and uptake of 
artificial intelligence in the internal market 
that at the same time meets a high level of 
protection of public interests, such as 
health and safety and the protection of 
fundamental rights, as recognised and 
protected by Union law. To achieve that 
objective, rules regulating the placing on 
the market and putting into service of 
certain AI systems should be laid down, 
thus ensuring the smooth functioning of the 
internal market and allowing those systems 
to benefit from the principle of free 
movement of goods and services. By 
laying down those rules, this Regulation 
supports the objective of the Union of 
being a global leader in the development of 
secure, trustworthy and ethical artificial 
intelligence, as stated by the European 
Council33, and it ensures the protection of 
ethical principles, as specifically requested 
by the European Parliament34.

(5) A Union legal framework laying 
down harmonised rules on artificial 
intelligence is therefore needed to foster 
the development,use and uptake of 
artificial intelligence in the internal market 
that at the same time meets a high level of 
protection of public interests, such as 
health and safety, the protection of 
fundamental rights, as recognised and 
protected by Union law and the Union 
values enshrined in Article 2 TEU. To 
achieve that objective, rules regulating the 
development, the placing on the market, 
the putting into service and the use of 
certain AI systems should be laid down, 
thus ensuring the smooth functioning of the 
internal market and allowing those systems 
to benefit from the principle of free 
movement of goods and services. By 
laying down those rules, this Regulation 
supports the objective of the Union of 
being a global leader in the development of 
secure, trustworthy and ethical artificial 
intelligence, as stated by the European 
Council33, and it ensures the protection of 
ethical principles, as specifically 
requested34. 

__________________ __________________
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33 European Council, Special meeting of 
the European Council (1 and 2 October 
2020) – Conclusions, EUCO 13/20, 2020, 
p. 6.

33 European Council, Special meeting of 
the European Council (1 and 2 October 
2020) – Conclusions, EUCO 13/20, 2020, 
p. 6.

34 European Parliament resolution of 20 
October 2020 with recommendations to the 
Commission on a framework of ethical 
aspects of artificial intelligence, robotics 
and related technologies, 2020/2012(INL).

34 European Parliament resolution of 20 
October 2020 with recommendations to the 
Commission on a framework of ethical 
aspects of artificial intelligence, robotics 
and related technologies, 2020/2012(INL).

Or. en

Amendment 8

Proposal for a regulation
Recital 6

Text proposed by the Commission Amendment

(6) The notion of AI system should be 
clearly defined to ensure legal certainty, 
while providing the flexibility to 
accommodate future technological 
developments. The definition should be 
based on the key functional characteristics 
of the software, in particular the ability, for 
a given set of human-defined objectives, 
to generate outputs such as content, 
predictions, recommendations, or decisions 
which influence the environment with 
which the system interacts, be it in a 
physical or digital dimension. AI systems 
can be designed to operate with varying 
levels of autonomy and be used on a stand-
alone basis or as a component of a product, 
irrespective of whether the system is 
physically integrated into the product 
(embedded) or serve the functionality of 
the product without being integrated 
therein (non-embedded). The definition of 
AI system should be complemented by a 
list of specific techniques and approaches 
used for its development, which should be 
kept up-to–date in the light of market and 
technological developments through the 
adoption of delegated acts by the 

(6) The notion of AI system should be 
clearly defined to ensure legal certainty, 
while providing the flexibility to 
accommodate future technological 
developments. The definition should be 
based on the key functional characteristics 
of the software, in particular the ability, for 
a given set of objectives, to generate 
outputs such as content, predictions, 
recommendations, or decisions which 
influence the environment with which the 
system interacts, be it in a physical or 
digital dimension. AI systems can be 
designed to operate with varying levels of 
autonomy and be used on a stand-alone 
basis or as a component of a product, 
irrespective of whether the system is 
physically integrated into the product 
(embedded) or serve the functionality of 
the product without being integrated 
therein (non-embedded). The definition of 
AI system should be complemented by a 
list of specific techniques and approaches 
used for its development, which should be 
kept up-to–date in the light of market and 
technological developments through the 
adoption of delegated acts by the 
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Commission to amend that list. Commission to amend that list.

Or. en

Amendment 9

Proposal for a regulation
Recital 7

Text proposed by the Commission Amendment

(7) The notion of biometric data used 
in this Regulation is in line with and 
should be interpreted consistently with the 
notion of biometric data as defined in 
Article 4(14) of Regulation (EU) 2016/679 
of the European Parliament and of the 
Council35, Article 3(18) of Regulation 
(EU) 2018/1725 of the European 
Parliament and of the Council36 and Article 
3(13) of Directive (EU) 2016/680 of the 
European Parliament and of the Council37.

(7) The notion of biometric data used 
in this Regulation is the same as that in 
Article 4(14) of Regulation (EU) 2016/679 
of the European Parliament and of the 
Council35, Article 3(18) of Regulation 
(EU) 2018/1725 of the European 
Parliament and of the Council36 and Article 
3(13) of Directive (EU) 2016/680 of the 
European Parliament and of the Council37 
and should therefore be interpreted 
consistently with those provisions. 
Biometrics-based data are additional data 
resulting from specific technical 
processing relating to physical, 
physiological or behavioural signals of a 
natural person. 

__________________ __________________
35 Regulation (EU) 2016/679 of the 
European Parliament and of the Council of 
27 April 2016 on the protection of natural 
persons with regard to the processing of 
personal data and on the free movement of 
such data, and repealing Directive 
95/46/EC (General Data Protection 
Regulation) (OJ L 119, 4.5.2016, p. 1).

35 Regulation (EU) 2016/679 of the 
European Parliament and of the Council of 
27 April 2016 on the protection of natural 
persons with regard to the processing of 
personal data and on the free movement of 
such data, and repealing Directive 
95/46/EC (General Data Protection 
Regulation) (OJ L 119, 4.5.2016, p. 1).

36 Regulation (EU) 2018/1725 of the 
European Parliament and of the Council of 
23 October 2018 on the protection of 
natural persons with regard to the 
processing of personal data by the Union 
institutions, bodies, offices and agencies 
and on the free movement of such data, and 
repealing Regulation (EC) No 45/2001 and 
Decision No 1247/2002/EC (OJ L 295, 

36 Regulation (EU) 2018/1725 of the 
European Parliament and of the Council of 
23 October 2018 on the protection of 
natural persons with regard to the 
processing of personal data by the Union 
institutions, bodies, offices and agencies 
and on the free movement of such data, and 
repealing Regulation (EC) No 45/2001 and 
Decision No 1247/2002/EC (OJ L 295, 
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21.11.2018, p. 39) 21.11.2018, p. 39)
37 Directive (EU) 2016/680 of the 
European Parliament and of the Council of 
27 April 2016 on the protection of natural 
persons with regard to the processing of 
personal data by competent authorities for 
the purposes of the prevention, 
investigation, detection or prosecution of 
criminal offences or the execution of 
criminal penalties, and on the free 
movement of such data, and repealing 
Council Framework Decision 
2008/977/JHA (Law Enforcement 
Directive) (OJ L 119, 4.5.2016, p. 89).

37 Directive (EU) 2016/680 of the 
European Parliament and of the Council of 
27 April 2016 on the protection of natural 
persons with regard to the processing of 
personal data by competent authorities for 
the purposes of the prevention, 
investigation, detection or prosecution of 
criminal offences or the execution of 
criminal penalties, and on the free 
movement of such data, and repealing 
Council Framework Decision 
2008/977/JHA (Law Enforcement 
Directive) (OJ L 119, 4.5.2016, p. 89).

Or. en

Justification

The reference to biometrics-based data has been added, in alignment with the new definition 
inserted in article 3.

Amendment 10

Proposal for a regulation
Recital 12

Text proposed by the Commission Amendment

(12) This Regulation should also apply 
to Union institutions, offices, bodies and 
agencies when acting as a provider or user 
of an AI system. AI systems exclusively 
developed or used for military purposes 
should be excluded from the scope of this 
Regulation where that use falls under the 
exclusive remit of the Common Foreign 
and Security Policy regulated under Title 
V of the Treaty on the European Union 
(TEU). This Regulation should be without 
prejudice to the provisions regarding the 
liability of intermediary service providers 
set out in Directive 2000/31/EC of the 
European Parliament and of the Council 
[as amended by the Digital Services Act].

(12) This Regulation should also apply 
to Union institutions, offices, bodies and 
agencies when acting as a provider or user 
of an AI system.
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Or. en

Justification

This recital has been split in three separate recitals for clarity.

Amendment 11

Proposal for a regulation
Recital 12 a (new)

Text proposed by the Commission Amendment

(12a) AI systems developed or used 
exclusively for military purposes should 
be excluded from the scope of this 
Regulation where that use falls under the 
exclusive remit of the Common Foreign 
and Security Policy regulated under Title 
V of the TEU.

Or. en

Amendment 12

Proposal for a regulation
Recital 12 b (new)

Text proposed by the Commission Amendment

(12b) This Regulation should be without 
prejudice to the provisions regarding the 
liability of intermediary service providers 
set out in Directive 2000/31/EC of the 
European Parliament and of the 
Council1a [as amended by the Digital 
Services Act].
__________________
1a Directive 2000/31/EC of the European 
Parliament and of the Council of 8 June 
2000 on certain legal aspects of 
information society services, in particular 
electronic commerce, in the Internal 
Market ('Directive on electronic 
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commerce') (OJ L 178, 17.7.2000, p. 1).

Or. en

Amendment 13

Proposal for a regulation
Recital 13

Text proposed by the Commission Amendment

(13) In order to ensure a consistent and 
high level of protection of public interests 
as regards health, safety and fundamental 
rights, common normative standards for all 
high-risk AI systems should be established. 
Those standards should be consistent with 
the Charter of fundamental rights of the 
European Union (the Charter) and should 
be non-discriminatory and in line with the 
Union’s international trade commitments.

(13) In order to ensure a consistent and 
high level of protection of public interests 
as regards health, safety, fundamental 
rights and the Union values enshrined in 
Article 2 TEU, common normative 
standards for all high-risk AI systems 
should be established. Those standards 
should be consistent with the Charter and 
should be non-discriminatory. and in line 
with the Union’s international trade 
commitments.

Or. en

Amendment 14

Proposal for a regulation
Recital 14

Text proposed by the Commission Amendment

(14) In order to introduce a 
proportionate and effective set of binding 
rules for AI systems, a clearly defined risk-
based approach should be followed. That 
approach should tailor the type and content 
of such rules to the intensity and scope of 
the risks that AI systems can generate. It is 
therefore necessary to prohibit certain 
artificial intelligence practices, to lay down 
requirements for high-risk AI systems and 
obligations for the relevant operators, and 
to lay down transparency obligations for 
certain AI systems.

(14) In order to introduce a 
proportionate and effective set of binding 
rules for AI systems, a clearly defined risk-
based approach should be followed. That 
approach should tailor the type and content 
of such rules to the intensity and scope of 
the risks that AI systems can generate. It is 
therefore necessary to prohibit certain 
unacceptable artificial intelligence 
practices, to lay down requirements for 
high-risk AI systems and obligations for 
the relevant operators, and to lay down 
transparency obligations for certain AI 
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systems.

Or. en

Amendment 15

Proposal for a regulation
Recital 15

Text proposed by the Commission Amendment

(15) Aside from the many beneficial 
uses of artificial intelligence, that 
technology can also be misused and 
provide novel and powerful tools for 
manipulative, exploitative and social 
control practices. Such practices are 
particularly harmful and should be 
prohibited because they contradict Union 
values of respect for human dignity, 
freedom, equality, democracy and the rule 
of law and Union fundamental rights, 
including the right to non-discrimination, 
data protection and privacy and the rights 
of the child.

(15) Aside from the many beneficial 
uses of artificial intelligence, that 
technology can also be misused and 
provide novel and powerful tools for 
manipulative, exploitative and social 
control practices. Such practices are 
particularly harmful and abusive and 
should be prohibited because they 
contradict Union values of respect for 
human dignity, freedom, equality, 
democracy and the rule of law and Union 
fundamental rights, including the right to 
non-discrimination, data protection and 
privacy and the rights of the child.

Or. en

Amendment 16

Proposal for a regulation
Recital 17 a (new)

Text proposed by the Commission Amendment

(17a) AI systems used by law 
enforcement authorities or on their behalf 
to predict the probability of a natural 
person to offend or to reoffend, based on 
profiling and individual risk-assessment 
hold a particular risk of discrimination 
against certain persons or groups of 
persons, as they violate human dignity as 
well as the key legal principle of 
presumption of innocence. Such AI 
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systems should therefore be prohibited.

Or. en

Justification

predictive policing should be added among the prohibited practices as it violates the 
presumption of innocence as well as human dignity.

Amendment 17

Proposal for a regulation
Recital 26 a (new)

Text proposed by the Commission Amendment

(26a) Practices that are prohibited by 
Union legislation, including under data 
protection law, non-discrimination law, 
consumer protection law, and competition 
law, are not affected by this Regulation.

Or. en

Amendment 18

Proposal for a regulation
Recital 26 b (new)

Text proposed by the Commission Amendment

(26b) In accordance with the risk-based 
approach of this Regulation, a list of 
high-risk AI systems should be established 
in an annex to this Regulation and should 
be regularly evaluated and reviewed, 
subject to the appropriate involvement 
and consultation of stakeholders and civil 
society.

Or. en
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Amendment 19

Proposal for a regulation
Recital 27

Text proposed by the Commission Amendment

(27) High-risk AI systems should only 
be placed on the Union market or put into 
service if they comply with certain 
mandatory requirements. Those 
requirements should ensure that high-risk 
AI systems available in the Union or whose 
output is otherwise used in the Union do 
not pose unacceptable risks to important 
Union public interests as recognised and 
protected by Union law. AI systems 
identified as high-risk should be limited to 
those that have a significant harmful 
impact on the health, safety and 
fundamental rights of persons in the Union 
and such limitation minimises any potential 
restriction to international trade, if any.

(27) High-risk AI systems should only 
be placed on the Union market, put into 
service or used if they comply with certain 
mandatory requirements. Those 
requirements should ensure that high-risk 
AI systems available in the Union or whose 
output is otherwise used in the Union do 
not pose unacceptable risks to important 
Union public interests as recognised and 
protected by Union law and do not 
contravene the Union values enshrined in 
Article 2 TEU. AI systems identified as 
high-risk should be limited to those that 
have a significant harmful impact on the 
health, safety, and the fundamental rights 
of persons in the Union and such limitation 
minimises any potential restriction to 
international trade, if any.

Or. en

Amendment 20

Proposal for a regulation
Recital 28

Text proposed by the Commission Amendment

(28) AI systems could produce adverse 
outcomes to health and safety of persons, 
in particular when such systems operate as 
components of products. Consistently with 
the objectives of Union harmonisation 
legislation to facilitate the free movement 
of products in the internal market and to 
ensure that only safe and otherwise 
compliant products find their way into the 
market, it is important that the safety risks 
that may be generated by a product as a 
whole due to its digital components, 

(28) AI systems could produce adverse 
outcomes to health and safety of persons, 
in particular when such systems operate as 
safety components of products. 
Consistently with the objectives of Union 
harmonisation legislation to facilitate the 
free movement of products in the internal 
market and to ensure that only safe and 
otherwise compliant products find their 
way into the market, it is important that the 
safety and security risks that may be 
generated by a product as a whole due to 
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including AI systems, are duly prevented 
and mitigated. For instance, increasingly 
autonomous robots, whether in the context 
of manufacturing or personal assistance 
and care should be able to safely operate 
and performs their functions in complex 
environments. Similarly, in the health 
sector where the stakes for life and health 
are particularly high, increasingly 
sophisticated diagnostics systems and 
systems supporting human decisions 
should be reliable and accurate. The extent 
of the adverse impact caused by the AI 
system on the fundamental rights 
protected by the Charter is of particular 
relevance when classifying an AI system 
as high-risk. Those rights include the 
right to human dignity, respect for private 
and family life, protection of personal 
data, freedom of expression and 
information, freedom of assembly and of 
association, and non-discrimination, 
consumer protection, workers’ rights, 
rights of persons with disabilities, right to 
an effective remedy and to a fair trial, 
right of defence and the presumption of 
innocence, right to good administration. 
In addition to those rights, it is important 
to highlight that children have specific 
rights as enshrined in Article 24 of the 
EU Charter and in the United Nations 
Convention on the Rights of the Child 
(further elaborated in the UNCRC 
General Comment No. 25 as regards the 
digital environment), both of which 
require consideration of the children’s 
vulnerabilities and provision of such 
protection and care as necessary for their 
well-being. The fundamental right to a 
high level of environmental protection 
enshrined in the Charter and 
implemented in Union policies should 
also be considered when assessing the 
severity of the harm that an AI system can 
cause, including in relation to the health 
and safety of persons.

its digital components, including AI 
systems, are duly prevented and mitigated. 
For instance, increasingly autonomous 
robots, whether in the context of 
manufacturing or personal assistance and 
care should be able to safely operate and 
performs their functions in complex 
environments. Similarly, in the health 
sector where the stakes for life and health 
are particularly high, increasingly 
sophisticated diagnostics systems and 
systems supporting human decisions 
should be reliable and accurate.

Or. en
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Justification

This recital has been split in two parts to highlight the fundamental rights element.

Amendment 21

Proposal for a regulation
Recital 28 a (new)

Text proposed by the Commission Amendment

(28a) The extent of the adverse impact 
caused by an AI system on the 
fundamental rights protected by the 
Charter is of particular relevance when 
classifying an AI system as high-risk, 
regardless of the field of application. 
Those rights include the right to human 
dignity, respect for private and family life, 
protection of personal data, freedom of 
expression and information, freedom of 
assembly and of association, non-
discrimination, consumer protection, 
workers’ rights, rights of persons with 
disabilities, the right to an effective 
remedy and to a fair trial, the 
presumption of innocence, the right of 
defence and the right to good 
administration. In addition to those rights, 
it is important to highlight that children 
have specific rights as enshrined in 
Article 24 of the Charter and in the 
United Nations Convention on the Rights 
of the Child, further elaborated in the 
UNCRC General Comment No 25 as 
regards the digital environment, both of 
which require consideration of the 
children’s vulnerabilities and provision of 
such protection and care as necessary for 
their well-being. The fundamental right to 
a high level of environmental protection 
implemented in Union law and policies 
and enshrined in the Charter should also 
be considered when assessing the severity 
of the harm that an AI system can cause, 
including in relation to the health and 
safety of persons.
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Or. en

Amendment 22

Proposal for a regulation
Recital 32

Text proposed by the Commission Amendment

(32) As regards stand-alone AI systems, 
meaning high-risk AI systems other than 
those that are safety components of 
products, or which are themselves 
products, it is appropriate to classify them 
as high-risk if, in the light of their intended 
purpose, they pose a high risk of harm to 
the health and safety or the fundamental 
rights of persons, taking into account both 
the severity of the possible harm and its 
probability of occurrence and they are used 
in a number of specifically pre-defined 
areas specified in the Regulation. The 
identification of those systems is based on 
the same methodology and criteria 
envisaged also for any future amendments 
of the list of high-risk AI systems.

(32) As regards stand-alone AI systems, 
meaning high-risk AI systems other than 
those that are safety components of 
products, or which are themselves 
products, it is appropriate to classify them 
as high-risk if, in the light of their intended 
purpose, they pose a high risk of harm to 
the health and safety or the fundamental 
rights of natural persons or to the Union 
values enshrined in Article 2 TEU, taking 
into account both the severity of the 
possible harm and its probability of 
occurrence and they are used in a number 
of specifically pre-defined areas specified 
in this Regulation. The identification of 
those systems is based on the same 
methodology and criteria envisaged also 
for any future amendments of the list of 
high-risk AI systems.

Or. en

Amendment 23

Proposal for a regulation
Recital 35

Text proposed by the Commission Amendment

(35) AI systems used in education or 
vocational training, notably for 
determining access or assigning persons to 
educational and vocational training 
institutions or to evaluate persons on tests 
as part of or as a precondition for their 
education should be considered high-risk, 

(35) AI systems used in education or 
vocational training, notably for 
determining access or assigning persons to 
educational and vocational training 
institutions or to evaluate persons on tests 
as part of or as a precondition for their 
education should be classified as 
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since they may determine the educational 
and professional course of a person’s life 
and therefore affect their ability to secure 
their livelihood. When improperly 
designed and used, such systems may 
violate the right to education and training 
as well as the right not to be discriminated 
against and perpetuate historical patterns of 
discrimination.

considered high-risk AI systems, since they 
may determine the educational and 
professional course of a person’s life and 
therefore affect their ability to secure their 
livelihood. When improperly designed and 
used, such systems may violate the right to 
education and training as well as the right 
not to be discriminated against and 
perpetuate historical patterns of 
discrimination. Children, in particular, 
constitute an especially vulnerable group 
of people and require additional 
safeguards. AI systems intended to shape 
children’s development through 
personalised education or cognitive or 
emotional development should therefore 
be classified as high-risk AI systems. 

Or. en

Amendment 24

Proposal for a regulation
Recital 37

Text proposed by the Commission Amendment

(37) Another area in which the use of AI 
systems deserves special consideration is 
the access to and enjoyment of certain 
essential private and public services and 
benefits necessary for people to fully 
participate in society or to improve one’s 
standard of living. In particular, AI systems 
used to evaluate the credit score or 
creditworthiness of natural persons should 
be classified as high-risk AI systems, since 
they determine those persons’ access to 
financial resources or essential services 
such as housing, electricity, and 
telecommunication services. AI systems 
used for this purpose may lead to 
discrimination of persons or groups and 
perpetuate historical patterns of 
discrimination, for example based on racial 
or ethnic origins, disabilities, age, sexual 
orientation, or create new forms of 

(37) Another area in which the use of AI 
systems deserves special consideration is 
the access to and enjoyment of certain 
essential private and public services and 
benefits necessary for people to fully 
participate in society or to improve one’s 
standard of living. In particular, AI systems 
used to evaluate the credit score or 
creditworthiness of natural persons should 
be classified as high-risk AI systems, since 
they determine those persons’ access to 
financial resources or essential services 
such as housing, electricity, and 
telecommunication services. AI systems 
used for this purpose may lead to 
discrimination of persons or groups and 
perpetuate historical patterns of 
discrimination, for example based on racial 
or ethnic origins, disabilities, age, sexual 
orientation, or create new forms of 



PR\1254442EN.docx 23/161 PE731.563v01-00

EN

discriminatory impacts. Considering the 
very limited scale of the impact and the 
available alternatives on the market, it is 
appropriate to exempt AI systems for the 
purpose of creditworthiness assessment 
and credit scoring when put into service 
by small-scale providers for their own use. 
Natural persons applying for or receiving 
public assistance benefits and services 
from public authorities are typically 
dependent on those benefits and services 
and in a vulnerable position in relation to 
the responsible authorities. If AI systems 
are used for determining whether such 
benefits and services should be denied, 
reduced, revoked or reclaimed by 
authorities, they may have a significant 
impact on persons’ livelihood and may 
infringe their fundamental rights, such as 
the right to social protection, non-
discrimination, human dignity or an 
effective remedy. Those systems should 
therefore be classified as high-risk. 
Nonetheless, this Regulation should not 
hamper the development and use of 
innovative approaches in the public 
administration, which would stand to 
benefit from a wider use of compliant and 
safe AI systems, provided that those 
systems do not entail a high risk to legal 
and natural persons. Finally, AI systems 
used to dispatch or establish priority in the 
dispatching of emergency first response 
services should also be classified as high-
risk since they make decisions in very 
critical situations for the life and health of 
persons and their property.

discriminatory impacts. Natural persons 
applying for or receiving public assistance 
benefits and services from public 
authorities are typically dependent on those 
benefits and services and in a vulnerable 
position in relation to the responsible 
authorities. If AI systems are used for 
determining whether such benefits and 
services should be denied, reduced, 
revoked or reclaimed by authorities, they 
may have a significant impact on persons’ 
livelihood and may infringe their 
fundamental rights, such as the right to 
social protection, non-discrimination, 
human dignity or an effective remedy. 
Those systems should therefore be 
classified as high-risk. Nonetheless, this 
Regulation should not hamper the 
development and use of innovative 
approaches in the public administration, 
which would stand to benefit from a wider 
use of compliant and safe AI systems, 
provided that those systems do not entail a 
high risk to legal and natural persons. 
Finally, AI systems used to dispatch or 
establish priority in the dispatching of 
emergency first response services should 
also be classified as high-risk since they 
make decisions in very critical situations 
for the life and health of persons and their 
property.

Or. en

Justification

Small-scale providers should not be exempted, as the impact of biased AI systems to assess 
credit worthiness can still be relevant on people's lives, regardless of their number.
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Amendment 25

Proposal for a regulation
Recital 38

Text proposed by the Commission Amendment

(38) Actions by law enforcement 
authorities involving certain uses of AI 
systems are characterised by a significant 
degree of power imbalance and may lead to 
surveillance, arrest or deprivation of a 
natural person’s liberty as well as other 
adverse impacts on fundamental rights 
guaranteed in the Charter. In particular, if 
the AI system is not trained with high 
quality data, does not meet adequate 
requirements in terms of its accuracy or 
robustness, or is not properly designed and 
tested before being put on the market or 
otherwise put into service, it may single 
out people in a discriminatory or otherwise 
incorrect or unjust manner. Furthermore, 
the exercise of important procedural 
fundamental rights, such as the right to an 
effective remedy and to a fair trial as well 
as the right of defence and the presumption 
of innocence, could be hampered, in 
particular, where such AI systems are not 
sufficiently transparent, explainable and 
documented. It is therefore appropriate to 
classify as high-risk a number of AI 
systems intended to be used in the law 
enforcement context where accuracy, 
reliability and transparency is particularly 
important to avoid adverse impacts, retain 
public trust and ensure accountability and 
effective redress. In view of the nature of 
the activities in question and the risks 
relating thereto, those high-risk AI systems 
should include in particular AI systems 
intended to be used by law enforcement 
authorities for individual risk assessments, 
polygraphs and similar tools or to detect 
the emotional state of natural person, to 
detect ‘deep fakes’, for the evaluation of 
the reliability of evidence in criminal 
proceedings, for predicting the occurrence 
or reoccurrence of an actual or potential 

(38) Actions by law enforcement 
authorities involving certain uses of AI 
systems are characterised by a significant 
degree of power imbalance and may lead to 
surveillance, arrest or deprivation of a 
natural person’s liberty as well as other 
adverse impacts on fundamental rights 
guaranteed in the Charter. In particular, if 
the AI system is not trained with high 
quality data, does not meet adequate 
requirements in terms of its accuracy or 
robustness, or is not properly designed and 
tested before being put on the market or 
otherwise put into service, it may single 
out people in a discriminatory or otherwise 
incorrect or unjust manner. Furthermore, 
the exercise of important procedural 
fundamental rights, such as the right to an 
effective remedy and to a fair trial as well 
as the right of defence and the presumption 
of innocence, could be hampered, in 
particular, where such AI systems are not 
sufficiently transparent, explainable and 
documented. It is therefore appropriate to 
classify as high-risk a number of AI 
systems intended to be used in the law 
enforcement context where accuracy, 
reliability and transparency is particularly 
important to avoid adverse impacts, retain 
public trust and ensure accountability and 
effective redress. In view of the nature of 
the activities in question and the risks 
relating thereto, those high-risk AI systems 
should include in particular AI systems 
intended to be used by law enforcement 
authorities, polygraphs and similar tools or 
to detect the emotional state of natural 
person, to detect ‘deep fakes’, for the 
evaluation of the reliability of evidence in 
criminal proceedings, for profiling in the 
course of detection, investigation or 
prosecution of criminal offences, as well as 
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criminal offence based on profiling of 
natural persons, or assessing personality 
traits and characteristics or past criminal 
behaviour of natural persons or groups, 
for profiling in the course of detection, 
investigation or prosecution of criminal 
offences, as well as for crime analytics 
regarding natural persons. AI systems 
specifically intended to be used for 
administrative proceedings by tax and 
customs authorities should not be 
considered high-risk AI systems used by 
law enforcement authorities for the 
purposes of prevention, detection, 
investigation and prosecution of criminal 
offences.

for crime analytics regarding natural 
persons. AI systems specifically intended 
to be used for administrative proceedings 
by tax and customs authorities should not 
be classified as high-risk AI systems used 
by law enforcement authorities for the 
purposes of prevention, detection, 
investigation and prosecution of criminal 
offences.

Or. en

Justification

The use of AI systems for predictive policing should be prohibited, not high-risk.

Amendment 26

Proposal for a regulation
Recital 40

Text proposed by the Commission Amendment

(40) Certain AI systems intended for the 
administration of justice and democratic 
processes should be classified as high-risk, 
considering their potentially significant 
impact on democracy, rule of law, 
individual freedoms as well as the right to 
an effective remedy and to a fair trial. In 
particular, to address the risks of potential 
biases, errors and opacity, it is appropriate 
to qualify as high-risk AI systems intended 
to assist judicial authorities in researching 
and interpreting facts and the law and in 
applying the law to a concrete set of facts. 
Such qualification should not extend, 
however, to AI systems intended for purely 
ancillary administrative activities that do 
not affect the actual administration of 

(40) Certain AI systems intended for the 
administration of justice and democratic 
processes should be classified as high-risk, 
considering their potentially significant 
impact on democracy, rule of law, 
individual freedoms as well as the right to 
an effective remedy and to a fair trial. In 
particular, to address the risks of potential 
biases, errors and opacity, it is appropriate 
to qualify as high-risk AI systems intended 
to assist judicial authorities in researching 
and interpreting facts and the law and in 
applying the law to a concrete set of facts. 
Such qualification should not extend, 
however, to AI systems intended for purely 
ancillary administrative activities that do 
not affect the actual administration of 
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justice in individual cases, such as 
anonymisation or pseudonymisation of 
judicial decisions, documents or data, 
communication between personnel, 
administrative tasks or allocation of 
resources.

justice in individual cases, such as 
anonymisation or pseudonymisation of 
judicial decisions, documents or data, 
communication between personnel, 
administrative tasks or allocation of 
resources. In order to address the risks to 
the right to vote enshrined in Article 39 of 
the Charter of undue external 
interference, and of disproportionate 
effects on democratic processes, 
democracy, and the rule of law, AI 
systems used in political campaigns to 
influence the votes of natural persons in 
local, national or European Parliament 
elections or for the purpose of vote 
counting and processing in such elections 
should be classified as high-risk AI 
systems.

Or. en

Justification

To align with the additions in the Justice and Democracy area in Annex III.

Amendment 27

Proposal for a regulation
Recital 40 a (new)

Text proposed by the Commission Amendment

(40a) Certain AI systems should at the 
same time be subject to transparency 
requirements and be classified as high-
risk AI systems, given their potential to 
deceive and cause both individual and 
societal harm. In particular, AI systems 
that generate deep fakes representing 
existing persons have the potential to both 
manipulate the natural persons that are 
exposed to those deep fakes and harm the 
persons they are representing or 
misrepresenting, while AI systems that, 
based on limited human input, generate 
complex text such as news articles, 
opinion articles, novels, scripts, and 
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scientific articles (“AI authors”) have the 
potential to manipulate, deceive, or to 
expose natural persons to built-in biases 
or inaccuracies.

Or. en

Amendment 28

Proposal for a regulation
Recital 41

Text proposed by the Commission Amendment

(41) The fact that an AI system is 
classified as high risk under this 
Regulation should not be interpreted as 
indicating that the use of the system is 
necessarily lawful under other acts of 
Union law or under national law 
compatible with Union law, such as on the 
protection of personal data, on the use of 
polygraphs and similar tools or other 
systems to detect the emotional state of 
natural persons. Any such use should 
continue to occur solely in accordance with 
the applicable requirements resulting from 
the Charter and from the applicable acts of 
secondary Union law and national law. 
This Regulation should not be understood 
as providing for the legal ground for 
processing of personal data, including 
special categories of personal data, where 
relevant.

(41) The fact that an AI system is 
classified a high risk AI system under this 
Regulation should not be interpreted as 
indicating that the use of the system is 
necessarily lawful under other acts of 
Union law or under national law 
compatible with Union law, such as on the 
protection of personal data, on the use of 
polygraphs and similar tools or other 
systems to detect the emotional state of 
natural persons. Any such use should 
continue to occur solely in accordance with 
the applicable requirements resulting from 
the Charter and from the applicable acts of 
secondary Union law and national law. 
This Regulation should not be understood 
as providing for the legal ground for 
processing of personal data, including 
special categories of personal data.

Or. en

Amendment 29

Proposal for a regulation
Recital 44

Text proposed by the Commission Amendment

(44) High data quality is essential for the (44) High data quality is essential for the 
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performance of many AI systems, 
especially when techniques involving the 
training of models are used, with a view to 
ensure that the high-risk AI system 
performs as intended and safely and it does 
not become the source of discrimination 
prohibited by Union law. High quality 
training, validation and testing data sets 
require the implementation of appropriate 
data governance and management 
practices. Training, validation and testing 
data sets should be sufficiently relevant, 
representative and free of errors and 
complete in view of the intended purpose 
of the system. They should also have the 
appropriate statistical properties, including 
as regards the persons or groups of persons 
on which the high-risk AI system is 
intended to be used. In particular, training, 
validation and testing data sets should take 
into account, to the extent required in the 
light of their intended purpose, the 
features, characteristics or elements that 
are particular to the specific geographical, 
behavioural or functional setting or context 
within which the AI system is intended to 
be used. In order to protect the right of 
others from the discrimination that might 
result from the bias in AI systems, the 
providers shouldbe able to process also 
special categories of personal data, as a 
matter of substantial public interest, in 
order to ensure the bias monitoring, 
detection and correction in relation to 
high-risk AI systems.

performance of many AI systems, 
especially when techniques involving the 
training of models are used, with a view to 
ensure that the high-risk AI system 
performs as intended and safely and it does 
not become the source of discrimination 
prohibited by Union law. High quality 
training, validation and testing data sets 
require the implementation of appropriate 
data governance and management 
practices. Training, validation and testing 
data sets should be sufficiently relevant, 
representative, up-to-date and, to the best 
extent possible, free of errors and as 
complete as possible, in view of the 
intended purpose or reasonably 
foreseeable uses of the system. They 
should also have the appropriate statistical 
properties, including as regards the persons 
or groups of persons on which the high-risk 
AI system is intended or reasonably 
foreseeable to be used. In particular, 
training, validation and testing datasets 
should take into account, to the extent 
required in the light of their intended 
purpose or reasonably foreseeable uses, 
the features, characteristics or elements 
that are particular to the specific 
geographical, cultural, behavioural or 
functional setting or context within which 
the AI system is intended to be used or 
within which its use is reasonably 
foreseeable.

Or. en

Justification

alignment with the changes in art. 10

Amendment 30

Proposal for a regulation
Recital 45 a (new)
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Text proposed by the Commission Amendment

(45a) The right to privacy and to data 
protection must be guaranteed throughout 
the entire lifecycle of the AI system. In 
this regard, the principles of data 
minimisation and data protection by 
design and by default, as set out in Union 
data protection law, are essential when 
the processing of data involves significant 
risks to the fundamental rights of 
individuals. Providers and users of AI 
systems should implement state-of-the-art 
technical and organisational measures in 
order to protect those rights. Such 
measures should include not only 
anonymisation and encryption, but also 
the use of increasingly available 
technology that permits algorithms to be 
brought to the data and allows valuable 
insights to be derived without the 
transmission between parties or 
unnecessary copying of the raw or 
structured data themselves.

Or. en

Justification

alignment with the changes in article 10.

Amendment 31

Proposal for a regulation
Recital 45 b (new)

Text proposed by the Commission Amendment

(45b) Providers may not always be able 
to access the datasets needed to develop 
high-risk AI systems, such as when the 
datasets are in the exclusive possession of 
the user while the provider only provides 
the tools and the techniques to the user in 
order to develop the AI system. In such 
circumstances, the provider cannot 
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objectively comply with the requirements 
and obligations on the quality of datasets 
laid down in this Regulation. Such 
obligations should therefore be fulfilled 
by the user, on the basis of an agreement 
between the provider and the user.

Or. en

Justification

Alignment with the changes in article 10.

Amendment 32

Proposal for a regulation
Recital 56

Text proposed by the Commission Amendment

(56) To enable enforcement of this 
Regulation and create a level-playing field 
for operators, and taking into account the 
different forms of making available of 
digital products, it is important to ensure 
that, under all circumstances, a person 
established in the Union can provide 
authorities with all the necessary 
information on the compliance of an AI 
system. Therefore, prior to making their AI 
systems available in the Union, where an 
importer cannot be identified, providers 
established outside the Union shall, by 
written mandate, appoint an authorised 
representative established in the Union.

(56) To enable enforcement of this 
Regulation and create a level-playing field 
for operators, and taking into account the 
different forms of making available of 
digital products, it is important to ensure 
that, under all circumstances, a person 
established in the Union can provide 
authorities with all the necessary 
information on the compliance of an AI 
system. Therefore, prior to making their AI 
systems available in the Union, providers 
established outside the Union shall, by 
written mandate, appoint an authorised 
representative established in the Union.

Or. en

Justification

Alignment with article 25.1.

Amendment 33

Proposal for a regulation
Recital 61
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Text proposed by the Commission Amendment

(61) Standardisation should play a key 
role to provide technical solutions to 
providers to ensure compliance with this 
Regulation. Compliance with harmonised 
standards as defined in Regulation (EU) 
No 1025/2012 of the European Parliament 
and of the Council54 should be a means for 
providers to demonstrate conformity with 
the requirements of this Regulation. 
However, the Commission could adopt 
common technical specifications in areas 
where no harmonised standards exist or 
where they are insufficient.

(61) Standardisation should play a key 
role to provide technical solutions to 
providers to ensure compliance with this 
Regulation. Compliance with harmonised 
standards as defined in Regulation (EU) 
No 1025/2012 of the European Parliament 
and of the Council54 should be a means for 
providers to demonstrate conformity with 
the requirements of this Regulation. To 
ensure the effectiveness of standards and 
standardisation as policy tools for the 
Union, and considering the importance of 
standards for the competitiveness of 
undertakings and for ensuring conformity 
with the requirements of this Regulation, 
it is necessary to ensure a balanced 
representation of interests by encouraging 
the participation of all relevant 
stakeholders in the development of 
standards. In areas where no harmonised 
standards exist or where the standards are 
insufficient, the Commission could adopt 
common technical specifications.

__________________ __________________
54 Regulation (EU) No 1025/2012 of the 
European Parliament and of the Council of 
25 October 2012 on European 
standardisation, amending Council 
Directives 89/686/EEC and 93/15/EEC and 
Directives 94/9/EC, 94/25/EC, 95/16/EC, 
97/23/EC, 98/34/EC, 2004/22/EC, 
2007/23/EC, 2009/23/EC and 2009/105/EC 
of the European Parliament and of the 
Council and repealing Council Decision 
87/95/EEC and Decision No 
1673/2006/EC of the European Parliament 
and of the Council (OJ L 316, 14.11.2012, 
p. 12).

54 Regulation (EU) No 1025/2012 of the 
European Parliament and of the Council of 
25 October 2012 on European 
standardisation, amending Council 
Directives 89/686/EEC and 93/15/EEC and 
Directives 94/9/EC, 94/25/EC, 95/16/EC, 
97/23/EC, 98/34/EC, 2004/22/EC, 
2007/23/EC, 2009/23/EC and 2009/105/EC 
of the European Parliament and of the 
Council and repealing Council Decision 
87/95/EEC and Decision No 
1673/2006/EC of the European Parliament 
and of the Council (OJ L 316, 14.11.2012, 
p. 12).

Or. en

Justification

Alignment with the changes in article 40.
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Amendment 34

Proposal for a regulation
Recital 68

Text proposed by the Commission Amendment

(68) Under certain conditions, rapid 
availability of innovative technologies 
may be crucial for health and safety of 
persons and for society as a whole. It is 
thus appropriate that under exceptional 
reasons of public security or protection of 
life and health of natural persons and the 
protection of industrial and commercial 
property, Member States could authorise 
the placing on the market or putting into 
service of AI systems which have not 
undergone a conformity assessment.

deleted

Or. en

Justification

alignment with the deletion of article 47.

Amendment 35

Proposal for a regulation
Recital 69

Text proposed by the Commission Amendment

(69) In order to facilitate the work of the 
Commission and the Member States in the 
artificial intelligence field as well as to 
increase the transparency towards the 
public, providers of high-risk AI systems 
other than those related to products falling 
within the scope of relevant existing Union 
harmonisation legislation, should be 
required to register their high-risk AI 
system in a EU database, to be established 
and managed by the Commission. The 
Commission should be the controller of 
that database, in accordance with 

(69) In order to facilitate the work of the 
Commission and the Member States in the 
artificial intelligence field as well as to 
increase the transparency towards the 
public, providers of high-risk AI systems 
other than those related to products falling 
within the scope of relevant existing Union 
harmonisation legislation, should be 
required to register their high-risk AI 
system in a EU database, to be established 
and managed by the Commission. Users 
who are public authorities or Union 
institutions, bodies, offices and agencies 
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Regulation (EU) 2018/1725 of the 
European Parliament and of the Council55. 
In order to ensure the full functionality of 
the database, when deployed, the procedure 
for setting the database should include the 
elaboration of functional specifications by 
the Commission and an independent audit 
report.

or users acting on their behalf should also 
register in the EU database before putting 
into service or using a high-risk AI 
system. The Commission should be the 
controller of that database, in accordance 
with Regulation (EU) 2018/1725 of the 
European Parliament and of the Council55. 
In order to ensure the full functionality of 
the database, when deployed, the procedure 
for setting the database should include the 
elaboration of functional specifications by 
the Commission and an independent audit 
report.

__________________ __________________
55 Regulation (EU) 2016/679 of the 
European Parliament and of the Council of 
27 April 2016 on the protection of natural 
persons with regard to the processing of 
personal data and on the free movement of 
such data, and repealing Directive 
95/46/EC (General Data Protection 
Regulation) (OJ L 119, 4.5.2016, p. 1).

55 Regulation (EU) 2016/679 of the 
European Parliament and of the Council of 
27 April 2016 on the protection of natural 
persons with regard to the processing of 
personal data and on the free movement of 
such data, and repealing Directive 
95/46/EC (General Data Protection 
Regulation) (OJ L 119, 4.5.2016, p. 1).

Or. en

Justification

To match changes in article 51.

Amendment 36

Proposal for a regulation
Recital 76

Text proposed by the Commission Amendment

(76) In order to facilitate a smooth, 
effective and harmonised implementation 
of this Regulation a European Artificial 
Intelligence Board should be established. 
The Board should be responsible for a 
number of advisory tasks, including issuing 
opinions, recommendations, advice or 
guidance on matters related to the 
implementation of this Regulation, 
including on technical specifications or 

(76) In order to facilitate a smooth, 
effective and consistent implementation of 
this Regulation and to prevent the 
fragmentation of the internal market, a 
European Artificial Intelligence Board 
should be established. The Board should be 
responsible for a number of advisory tasks, 
including issuing opinions, 
recommendations, advice or guidance on 
matters related to the implementation of 
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existing standards regarding the 
requirements established in this Regulation 
and providing advice to and assisting the 
Commission on specific questions related 
to artificial intelligence.

this Regulation, including on technical 
specifications or existing standards 
regarding the requirements established in 
this Regulation and providing advice to 
and assisting the Commission on specific 
questions related to artificial intelligence, 
including on possible amendments of the 
annexes, in particular the annex listing 
high-risk AI systems. To contribute to the 
effective and harmonised enforcement of 
this Regulation, the Board should also be 
able to issue recommendations to the 
relevant national supervisory authorities 
in order to provide assistance for the 
settlement of cases involving two or more 
Member States in which the national 
competent authorities are in 
disagreement.

Or. en

Justification

Alingment with the changes on the governance chapter.

Amendment 37

Proposal for a regulation
Recital 76 a (new)

Text proposed by the Commission Amendment

(76a) To ensure a common and 
consistent approach regarding the 
development and use of AI systems in the 
various areas and sectors concerned and 
to ensure synergies and 
complementarities, the Board should 
cooperate closely with other relevant 
institutions, bodies, offices, agencies and 
boards established at Union level, 
including the European Data Protection 
Supervisor, the European Data Protection 
Board, Data innovation Board set up by... 
[Data Governance Act] and the European 
Board for Digital Services established 
by... [Digital Services Act]. In addition, 
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the Board should regularly consult and 
work with representatives from industry, 
SMEs and start-ups and relevant civil 
society organisations, such as non-
governmental organisations (NGOs), 
consumer associations, the social partners 
and academia.

Or. en

Amendment 38

Proposal for a regulation
Recital 77

Text proposed by the Commission Amendment

(77) Member States hold a key role in 
the application and enforcement of this 
Regulation. In this respect, each Member 
State should designate one or more 
national competent authorities for the 
purpose of supervising the application and 
implementation of this Regulation. In order 
to increase organisation efficiency on the 
side of Member States and to set an official 
point of contact vis-à-vis the public and 
other counterparts at Member State and 
Union levels, in each Member State one 
national authority should be designated as 
national supervisory authority.

(77) Member States hold a key role in 
the application and enforcement of this 
Regulation. In this respect, each Member 
State should designate one or more 
national competent authorities for the 
purpose of supervising the application and 
implementation of this Regulation. In order 
to increase organisation efficiency on the 
side of Member States and to set an official 
point of contact vis-à-vis the public and 
other counterparts at Member State and 
Union levels, in each Member State one 
single national authority should be 
designated as national supervisory 
authority. That national supervisory 
authority should act as lead authority and 
should also represent its Member State on 
the Board. Where the designated national 
supervisory authority is not the national 
data protection authority, the national 
supervisory authority should act in close 
cooperation with the national data 
protection authority, in order to ensure a 
consistent and efficient implementation of 
data protection rights and obligations.

Or. en
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Justification

alignment with changes in article 59.

Amendment 39

Proposal for a regulation
Recital 78

Text proposed by the Commission Amendment

(78) In order to ensure that providers of 
high-risk AI systems can take into account 
the experience on the use of high-risk AI 
systems for improving their systems and 
the design and development process or can 
take any possible corrective action in a 
timely manner, all providers should have a 
post-market monitoring system in place. 
This system is also key to ensure that the 
possible risks emerging from AI systems 
which continue to ‘learn’ after being 
placed on the market or put into service 
can be more efficiently and timely 
addressed. In this context, providers should 
also be required to have a system in place 
to report to the relevant authorities any 
serious incidents or any breaches to 
national and Union law protecting 
fundamental rights resulting from the use 
of their AI systems.

(78) In order to ensure that providers of 
high-risk AI systems can take into account 
the experience on the use of high-risk AI 
systems for improving their systems and 
the design and development process or can 
take any possible corrective action in a 
timely manner, all providers should have a 
post-market monitoring system in place. 
This system is also key to ensure that the 
possible risks emerging from AI systems 
which continue to ‘learn’ after being 
placed on the market or put into service 
can be more efficiently and timely 
addressed. In this context, providers should 
also be required to have a system in place 
to report to the relevant authorities, or 
where relevant, to the Commission, any 
serious incidents, malfunctioning or any 
breaches to national and Union law 
protecting fundamental rights resulting 
from the use of their AI systems and take 
appropriate corrective actions. Users 
should also report to the relevant 
authorities or, where relevant, to the 
Commission, any serious incidents or 
breaches to national and Union law 
protecting fundamental rights resulting 
from the use of their AI system when they 
become aware of such serious incidents or 
breaches.

Or. en

Justification

alignment with article 62.
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Amendment 40

Proposal for a regulation
Recital 80 a (new)

Text proposed by the Commission Amendment

(80a) Given the objectives of this 
Regulation, namely to ensure an 
equivalent level of protection of health, 
safety and fundamental rights of natural 
persons, to ensure the protection of the 
Union values enshrined in Article 2 TEU, 
and to ensure the free movement of AI 
systems throughout the Union, and taking 
into account that the mitigation of the 
risks of AI system against such rights may 
not be sufficiently achieved at national 
level or may be subject to diverging 
interpretation which could ultimately lead 
to an uneven level of protection of natural 
persons and create market fragmentation, 
the Commission should be empowered, on 
its own initiative or upon recommendation 
from the Board, to initiate proceedings. 
Such proceedings should be initiated 
where the Commission or the Board have 
sufficient reasons to believe that an 
infringement of this Regulation amount to 
a widespread infringement or a 
widespread infringement with a Union 
dimension, or where the AI system 
presents a risk which affects or is likely to 
affect at least 45 million individuals 
within the Union, or where the 
infringement affects natural persons in at 
least two Member States and the Member 
States responsible for enforcing this 
Regulation have not taken any action.

Or. en

Justification

to match the new article 68a.
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Amendment 41

Proposal for a regulation
Recital 80 b (new)

Text proposed by the Commission Amendment

(80b) Once the Commission initiates 
proceedings, the national supervisory 
authorities of the Member States 
concerned should be precluded from 
exercising their investigatory and 
enforcement powers in respect of the 
relevant operator or operators, so as to 
avoid duplication, inconsistencies and 
risks from the viewpoint of the principle 
of ne bis in idem. However, in the interest 
of effectiveness, national supervisory 
authorities should not be precluded from 
exercising their power to assist the 
Commission, on its request in the 
performance of its tasks, or in respect of 
other conduct, including conduct by the 
same operator that is suspected to 
constitute a new infringement. National 
supervisory authorities, as well as the 
Board and other national competent 
authorities where relevant, should provide 
the Commission with all necessary 
information and assistance to allow it to 
perform its tasks effectively. The 
Commission should keep national 
supervisory authorities informed with 
regard to the exercise of its powers as 
appropriate. In that regard, the 
Commission should, where appropriate, 
take account of any relevant assessments 
carried out by the Board or by the 
national supervisory authorities 
concerned and of any relevant evidence 
and information gathered by them, 
without prejudice to the Commission’s 
powers and responsibility to carry out 
additional investigations as necessary.

Or. en
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Justification

to match new article 68a.

Amendment 42

Proposal for a regulation
Recital 80 c (new)

Text proposed by the Commission Amendment

(80c) In view of both the particular 
challenges that may arise in seeking to 
ensure compliance by the relevant 
operators and the importance of doing so 
effectively, considering the impact and the 
harms that their AI systems may cause, 
the Commission should have strong 
investigative and enforcement powers to 
allow it to investigate, enforce and 
monitor certain of the rules laid down in 
this Regulation, in full respect of the 
principle of proportionality and the rights 
and interests of the affected parties.

Or. en

Justification

to match new article 68b.

Amendment 43

Proposal for a regulation
Recital 80 d (new)

Text proposed by the Commission Amendment

(80d) The Commission should have 
access to any relevant documents, 
information and data necessary to open 
and conduct investigations and to monitor 
the compliance with this Regulation, 
regardless of their form or format or the 
manner or location of their storage. The 
Commission should be able to directly 
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require the operators concerned to 
provide any relevant evidence, 
information and data. In addition, the 
Commission should be able to request any 
relevant information from any public 
authority, body or agency within the 
Member States, or from any natural or 
legal person for the purpose of this 
Regulation. The Commission should be 
empowered to require access to, and 
explanations relating to, databases, 
algorithms and source codes, to interview, 
upon their consent, any persons who may 
be in possession of useful information 
and to record the statements made. The 
Commission should be able to carry out 
the necessary remote and on-site 
inspections, and should have the power to 
enter any premises, land or means of 
transport that the economic operator uses 
for purposes relating to its trade, business, 
craft or profession. The Commission 
should also be empowered to undertake 
such inspections as are necessary to 
enforce this Regulation. Where the 
Commission finds out that the operator or 
operators concerned do not comply with 
this Regulation, it should be empowered 
to adopt decisions and impose fines. 
Where there is a risk of serious and 
irreparable harm to natural persons due 
to non-compliance, the Commission 
should be able to take measures, where 
duly justified and proportionate and 
where there are no other means available 
to prevent or mitigate such harm. Those 
investigatory and enforcement powers aim 
to complement the Commission’s 
possibility to ask the national supervisory 
authority and other Member States’ 
authorities for assistance, for instance by 
providing information or in the exercise 
of those powers.

Or. en

Justification

to match new article 68b.
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Amendment 44

Proposal for a regulation
Recital 83

Text proposed by the Commission Amendment

(83) In order to ensure trustful and 
constructive cooperation of competent 
authorities on Union and national level, all 
parties involved in the application of this 
Regulation should respect the 
confidentiality of information and data 
obtained in carrying out their tasks.

(83) In order to ensure trustful and 
constructive cooperation of competent 
authorities on Union and national level, all 
parties involved in the application of this 
Regulation should respect the 
confidentiality of information and data 
obtained in carrying out their tasks. The 
relevant competent authorities should put 
in place adequate cybersecurity and 
organisational measures to protect the 
security and confidentiality of the 
information and data obtained in carrying 
out their tasks and activities.

Or. en

Justification

to match the changes in article 70.

Amendment 45

Proposal for a regulation
Recital 84 a (new)

Text proposed by the Commission Amendment

(84a) Compliance with this Regulation 
should be enforceable by means of the 
imposition of fines by the Commission 
when carrying out proceedings under the 
procedure laid down in this Regulation. 
To that end, appropriate levels of fines 
should also be laid down for non-
compliance with the obligations and for 
breaches of the procedural rules, subject 
to appropriate limitation periods.
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Or. en

Justification

to match the new enforcement powers given to the Commission in the enforcement chapter.

Amendment 46

Proposal for a regulation
Recital 84 b (new)

Text proposed by the Commission Amendment

(84b) Natural and legal persons and 
groups of natural or legal persons should 
be entitled to access proportionate and 
effective remedies. They should in 
particular have the right to lodge a 
complaint against the providers or users 
of AI systems and receive compensation 
against any direct damage or loss they 
have with regard to their health, safety, or 
fundamental rights, due to an 
infringement of this Regulation by the 
provider or the user. Without prejudice to 
any other administrative or non-judicial 
remedy, natural and legal persons and 
groups of natural or legal persons should 
also have the right to an effective judicial 
remedy with regard to a legally binding 
decision of a national supervisory 
authority or of the Commission 
concerning them or, where the national 
supervisory authority does not handle a 
complaint, does not inform the 
complainant of the progress or 
preliminary outcome of the complaint 
lodged or does not comply with its 
obligation to reach a final decision, with 
regard to the complaint.

Or. en

Justification

to match the new provisions on redress.
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Amendment 47

Proposal for a regulation
Article 1 – paragraph 1 – point a

Text proposed by the Commission Amendment

(a) harmonised rules for the placing on 
the market, the putting into service and the 
use of artificial intelligence systems (‘AI 
systems’) in the Union;

(a) harmonised rules for the 
development, the placing on the market, 
the putting into service and the use of 
artificial intelligence systems (‘AI 
systems’) in the Union;

Or. en

Amendment 48

Proposal for a regulation
Article 1 – paragraph 1 – point c a (new)

Text proposed by the Commission Amendment

(ca) harmonised rules on high-risk AI 
systems to ensure a high level of 
trustworthiness and of protection of 
health, safety, fundamental rights and the 
Union values enshrined in Article 2 TEU;

Or. en

Amendment 49

Proposal for a regulation
Article 1 – paragraph 1 – point d

Text proposed by the Commission Amendment

(d) harmonised transparency rules for 
AI systems intended to interact with 
natural persons, emotion recognition 
systems and biometric categorisation 
systems, and AI systems used to generate 
or manipulate image, audio or video 
content;

(d) harmonised transparency rules for 
AI systems;
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Or. en

Amendment 50

Proposal for a regulation
Article 2 – paragraph 1 – point a

Text proposed by the Commission Amendment

(a) providers placing on the market or 
putting into service AI systems in the 
Union, irrespective of whether those 
providers are established within the Union 
or in a third country;

(a) operators placing on the market or 
putting into service AI systems in the 
Union, irrespective of whether those 
operators are established within the Union 
or in a third country;

Or. en

Amendment 51

Proposal for a regulation
Article 2 – paragraph 1 – point c

Text proposed by the Commission Amendment

(c) providers and users of AI systems 
that are located in a third country, where 
the output produced by the system is used 
in the Union;

(c) providers and users of AI systems 
that are located in a third country, where 
the output produced by the system is used 
in the Union or affects natural persons 
within the Union;

Or. en

Amendment 52

Proposal for a regulation
Article 2 – paragraph 1 – point c a (new)

Text proposed by the Commission Amendment

(ca) natural persons affected by the use 
of an AI system.

Or. en
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Amendment 53

Proposal for a regulation
Article 2 – paragraph 3 a (new)

Text proposed by the Commission Amendment

3a. This Regulation shall also apply to 
Union institutions, offices, bodies and 
agencies when acting as a provider or 
user of an AI system.

Or. en

Amendment 54

Proposal for a regulation
Article 2 – paragraph 5 a (new)

Text proposed by the Commission Amendment

5a. Union law on the protection of 
personal data, privacy and the 
confidentiality of communications applies 
to personal data processed in connection 
with the rights and obligations laid down 
in this Regulation. This Regulation shall 
not affect Regulation (EU) 2016/679, 
Regulation (EU) 2018/1725, Directive 
2002/58/EC or Directive (EU) 2016/680.

Or. en

Amendment 55

Proposal for a regulation
Article 3 – paragraph 1 – point 1

Text proposed by the Commission Amendment

(1) ‘artificial intelligence system’ (AI 
system) means software that is developed 
with one or more of the techniques and 
approaches listed in Annex I and can, for a 

(1) ‘artificial intelligence system’ (AI 
system) means software that is developed 
with one or more of the techniques and 
approaches listed in Annex I and can, for a 
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given set of human-defined objectives, 
generate outputs such as content, 
predictions, recommendations, or decisions 
influencing the environments they interact 
with;

given set of objectives, generate outputs 
such as content, predictions, hypotheses, 
recommendations, or decisions influencing 
the environments they interact with;

Or. en

Amendment 56

Proposal for a regulation
Article 3 – paragraph 1 – point 4

Text proposed by the Commission Amendment

(4) ‘user’ means any natural or legal 
person, public authority, agency or other 
body using an AI system under its 
authority, except where the AI system is 
used in the course of a personal non-
professional activity;

(4) ‘user’ means any natural or legal 
person, public authority, agency or other 
body using an AI system under its 
authority and in the course of its 
professional activity;

Or. en

Amendment 57

Proposal for a regulation
Article 3 – paragraph 1 – point 14

Text proposed by the Commission Amendment

(14) ‘safety component of a product or 
system’ means a component of a product or 
of a system which fulfils a safety function 
for that product or system or the failure or 
malfunctioning of which endangers the 
health and safety of persons or property;

(14) ‘safety component of a product or 
system’ means a component of a product or 
of a system which fulfils a safety or 
security function for that product or system 
or the failure or malfunctioning of which 
endangers the health and safety or the 
fundamental rights of natural persons or 
which damages property;

Or. en
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Amendment 58

Proposal for a regulation
Article 3 – paragraph 1 – point 15

Text proposed by the Commission Amendment

(15) ‘instructions for use’ means the 
information provided by the provider to 
inform the user of in particular an AI 
system’s intended purpose and proper use, 
inclusive of the specific geographical, 
behavioural or functional setting within 
which the high-risk AI system is intended 
to be used;

(15) ‘instructions for use’ means the 
information provided by the provider, on a 
durable medium, to inform the user of in 
particular an AI system’s intended purpose 
and proper use, as well as information on 
any precautions to be taken, inclusive of 
the specific geographical, behavioural or 
functional setting within which the high-
risk AI system is intended to be used;

Or. en

Amendment 59

Proposal for a regulation
Article 3 – paragraph 1 – point 16

Text proposed by the Commission Amendment

(16) ‘recall of an AI system’ means any 
measure aimed at achieving the return to 
the provider of an AI system made 
available to users;

(16) ‘recall of an AI system’ means any 
measure aimed at achieving the return to 
the provider of an AI system that has been 
made available to users;

Or. en

Amendment 60

Proposal for a regulation
Article 3 – paragraph 1 – point 22

Text proposed by the Commission Amendment

(22) ‘notified body’ means a conformity 
assessment body designated in accordance 
with this Regulation and other relevant 
Union harmonisation legislation;

(22) ‘notified body’ means a conformity 
assessment body notified in accordance 
with Article 32 of this Regulation and with 
other relevant Union harmonisation 
legislation;
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Or. en

Amendment 61

Proposal for a regulation
Article 3 – paragraph 1 – point 23

Text proposed by the Commission Amendment

(23) ‘substantial modification’ means a 
change to the AI system following its 
placing on the market or putting into 
service which affects the compliance of the 
AI system with the requirements set out in 
Title III, Chapter 2 of this Regulation or 
results in a modification to the intended 
purpose for which the AI system has been 
assessed;

(23) ‘substantial modification’ means a 
change or a series of changes to the AI 
system following its placing on the market 
or putting into service which affects the 
compliance of the AI system with the 
requirements set out in Title III, Chapter 2 
of this Regulation or results in a 
modification to the intended purpose for 
which the AI system has been assessed or 
to its performance;

Or. en

Amendment 62

Proposal for a regulation
Article 3 – paragraph 1 – point 30

Text proposed by the Commission Amendment

(30) ‘validation data’ means data used 
for providing an evaluation of the trained 
AI system and for tuning its non-learnable 
parameters and its learning process, among 
other things, in order to prevent overfitting; 
whereas the validation dataset can be a 
separate dataset or part of the training 
dataset, either as a fixed or variable split;

(30) ‘validation data’ means data used 
for providing an evaluation of the trained 
AI system and for tuning its non-learnable 
parameters and its learning process, among 
other things, in order to prevent 
underfitting or overfitting; whereas the 
validation dataset can be a separate dataset 
or part of the training dataset, either as a 
fixed or variable split;

Or. en
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Amendment 63

Proposal for a regulation
Article 3 – paragraph 1 – point 33

Text proposed by the Commission Amendment

(33) ‘biometric data’ means personal 
data resulting from specific technical 
processing relating to the physical, 
physiological or behavioural 
characteristics of a natural person, which 
allow or confirm the unique identification 
of that natural person, such as facial 
images or dactyloscopic data;

(33) ‘biometric data’ means biometric 
data as defined in Article 4, point (14) of 
Regulation (EU) 2016/679;

Or. en

Amendment 64

Proposal for a regulation
Article 3 – paragraph 1 – point 33 a (new)

Text proposed by the Commission Amendment

(33a) ‘biometrics-based data’ means 
data resulting from specific technical 
processing relating to physical, 
physiological or behavioural signals of a 
natural person, such as facial 
expressions, movements, pulse frequency, 
voice, key strikes or gait, which may or 
may not allow or confirm the unique 
identification of a natural person;

Or. en

Amendment 65

Proposal for a regulation
Article 3 – paragraph 1 – point 33 b (new)

Text proposed by the Commission Amendment

(33b) ‘subliminal techniques’ means 
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techniques that use sensorial stimuli such 
as images, text, or sounds, that are below 
or above the threshold of conscious 
human perception;

Or. en

Amendment 66

Proposal for a regulation
Article 3 – paragraph 1 – point 33 c (new)

Text proposed by the Commission Amendment

(33c) ‘special categories of personal 
data’ means the categories of personal 
data referred to in Article 9(1) of 
Regulation (EU)2016/679;

Or. en

Amendment 67

Proposal for a regulation
Article 3 – paragraph 1 – point 34

Text proposed by the Commission Amendment

(34) ‘emotion recognition system’ 
means an AI system for the purpose of 
identifying or inferring emotions or 
intentions of natural persons on the basis of 
their biometric data;

(34) ‘emotion recognition system’ 
means an AI system for the purpose of 
identifying or inferring emotions, 
thoughts, states of mind or intentions of 
natural persons on the basis of their 
biometric and biometric-based data;

Or. en

Amendment 68

Proposal for a regulation
Article 3 – paragraph 1 – point 35
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Text proposed by the Commission Amendment

(35) ‘biometric categorisation system’ 
means an AI system for the purpose of 
assigning natural persons to specific 
categories, such as sex, age, hair colour, 
eye colour, tattoos, ethnic origin or sexual 
or political orientation, on the basis of their 
biometric data;

(35) ‘biometric categorisation system’ 
means an AI system for the purpose of 
assigning natural persons to specific 
categories, such as gender, sex, age, hair 
colour, eye colour, tattoos, ethnic origin, 
health, mental or physical ability, 
behavioural or personality traits or sexual 
or political orientation, on the basis of their 
biometric and biometric-based data;

Or. en

Amendment 69

Proposal for a regulation
Article 3 – paragraph 1 – point 42

Text proposed by the Commission Amendment

(42) ‘national supervisory authority’ 
means the authority to which a Member 
State assigns the responsibility for the 
implementation and application of this 
Regulation, for coordinating the activities 
entrusted to that Member State, for acting 
as the single contact point for the 
Commission, and for representing the 
Member State at the European Artificial 
Intelligence Board;

(42) ‘national supervisory authority’ 
means a public authority to which a 
Member State assigns the responsibility for 
the implementation and application of this 
Regulation, for coordinating the activities 
entrusted to that Member State, for acting 
as the single contact point for the 
Commission, and for representing the 
Member State at the European Artificial 
Intelligence Board;

Or. en

Amendment 70

Proposal for a regulation
Article 3 – paragraph 1 – point 44 – introductory part

Text proposed by the Commission Amendment

(44) ‘serious incident’ means any 
incident that directly or indirectly leads, 
might have led or might lead to any of the 

(44) ‘serious incident’ means any 
incident or malfunctioning that directly or 
indirectly leads, might have led or might 
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following: lead to any of the following:

Or. en

Amendment 71

Proposal for a regulation
Article 3 – paragraph 1 – point 44 a (new)

Text proposed by the Commission Amendment

(44a) 'personal data' means personal 
data as defined in Article 4, point (1) of 
Regulation (EU)2016/679;

Or. en

Amendment 72

Proposal for a regulation
Article 3 – paragraph 1 – point 44 b (new)

Text proposed by the Commission Amendment

(44b) ‘non-personal data’ means data 
other than personal data;

Or. en

Amendment 73

Proposal for a regulation
Article 3 – paragraph 1 – point 44 c (new)

Text proposed by the Commission Amendment

(44c) ‘risk’ means the combination of 
the probability of an occurrence of a 
hazard causing harm and the degree of 
severity of that harm;

Or. en



PR\1254442EN.docx 53/161 PE731.563v01-00

EN

Amendment 74

Proposal for a regulation
Article 3 – paragraph 1 – point 44 d (new)

Text proposed by the Commission Amendment

(44d) ‘widespread infringement’ means:
(a) any act or omission contrary to 
Union law that protects the interests of 
individuals, that has harmed or is likely to 
harm the collective interests of individuals 
residing in at least two Member States 
other than the Member State, in which:
(i) the act or omission originated or 
took place;
(ii) the provider concerned, or, where 
applicable, its authorised representative is 
established; or,
(iii) the user is established, when the 
infringement is committed by the user;
(b) any acts or omissions contrary to 
Union law that protects the interests of 
individuals, that have done, do or are 
likely to do harm to the collective interests 
of individuals and that have common 
features, including the same unlawful 
practice, the same interest being infringed 
and that are occurring concurrently, 
committed by the same operator, in at 
least three Member States;

Or. en

Justification

A definition of widespread infringement has been introduced to clarify the conditions 
triggering the Commission’s intervention in the enforcement chapter. The concept is taken 
from Regulation (EU) 2017/2394 of the European Parliament and of the Council of 12 
December 2017 on cooperation between national authorities responsible for the enforcement 
of consumer protection laws and adapted to this Regulation.
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Amendment 75

Proposal for a regulation
Article 3 – paragraph 1 – point 44 e (new)

Text proposed by the Commission Amendment

(44e) ‘widespread infringement with a 
Union dimension’ means a widespread 
infringement that has harmed or is likely 
to harm the collective interests of 
individuals in at least two-thirds of the 
Member States, accounting, together, for 
at least two-thirds of the population of the 
Union.

Or. en

Amendment 76

Proposal for a regulation
Article 5 – paragraph 1 – point c a (new)

Text proposed by the Commission Amendment

(ca) the placing on the market, putting 
into service or use of an AI system for 
making individual risk assessments of 
natural persons in order to assess the risk 
of a natural person for offending or 
reoffending or for predicting the 
occurrence or reoccurrence of an actual 
or potential criminal offence based on 
profiling of a natural person or on 
assessing personality traits and 
characteristics or past criminal behaviour 
of natural persons or groups of natural 
persons;

Or. en

Justification

Predictive policing violates human dignity and the presumption of innocence, and it holds a 
particular risk of discrimination. It is therefore inserted among the prohibited practices.
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Amendment 77

Proposal for a regulation
Article 5 – paragraph 4 a (new)

Text proposed by the Commission Amendment

4a. This Article shall not affect the 
prohibitions that apply where an artificial 
intelligence practice infringes other law, 
including data protection law, non-
discrimination law, consumer protection 
law or competition law.

Or. en

Amendment 78

Proposal for a regulation
Article 7 – paragraph 1 – point a

Text proposed by the Commission Amendment

(a) the AI systems are intended to be 
used in any of the areas listed in points 1 
to 8 of Annex III;

deleted

Or. en

Amendment 79

Proposal for a regulation
Article 7 – paragraph 1 – point b

Text proposed by the Commission Amendment

(b) the AI systems pose a risk of harm 
to the health and safety, or a risk of 
adverse impact on fundamental rights, 
that is, in respect of its severity and 
probability of occurrence, equivalent to or 
greater than the risk of harm or of 
adverse impact posed by the high-risk AI 
systems already referred to in Annex III.

deleted
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Or. en

Amendment 80

Proposal for a regulation
Article 7 – paragraph 1 a (new)

Text proposed by the Commission Amendment

1a. The Commission is empowered to 
adopt delegated acts in accordance with 
Article 73 to amend Annex III by adding 
areas of high-risk AI systems, where a 
type of AI system poses a risk of harm to 
health and safety, a risk of adverse impact 
on fundamental rights, or a risk of 
contravention of the Union values 
enshrined in Article 2 TEU and that risk 
is, in respect of its severity and probability 
of occurrence, equivalent to or greater 
than the risk of harm or of adverse impact 
posed by high-risk AI systems in use in 
the areas listed in Annex III.

Or. en

Amendment 81

Proposal for a regulation
Article 7 – paragraph 2 – introductory part

Text proposed by the Commission Amendment

2. When assessing for the purposes of 
paragraph 1 whether an AI system poses a 
risk of harm to the health and safety or a 
risk of adverse impact on fundamental 
rights that is equivalent to or greater than 
the risk of harm posed by the high-risk AI 
systems already referred to in Annex III, 
the Commission shall take into account the 
following criteria:

2. When assessing an AI system for 
the purposes of paragraph 1, the 
Commission shall take into account the 
following criteria:

Or. en
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Amendment 82

Proposal for a regulation
Article 7 – paragraph 2 – point b

Text proposed by the Commission Amendment

(b) the extent to which an AI system 
has been used or is likely to be used;

(b) the extent to which an AI system 
has been used or is likely to be used, 
including its reasonably foreseeable 
misuse;

Or. en

Amendment 83

Proposal for a regulation
Article 7 – paragraph 2 – point b a (new)

Text proposed by the Commission Amendment

(ba) the type and nature of the data 
processed and used by the AI system;

Or. en

Amendment 84

Proposal for a regulation
Article 7 – paragraph 2 – point c

Text proposed by the Commission Amendment

(c) the extent to which the use of an AI 
system has already caused harm to the 
health and safety or adverse impact on the 
fundamental rights or has given rise to 
significant concerns in relation to the 
materialisation of such harm or adverse 
impact, as demonstrated by reports or 
documented allegations submitted to 
national competent authorities;

(c) the extent to which the use of an AI 
system has already caused harm to natural 
persons, has contravened the Union 
values enshrined in Article 2 TEU, has 
caused harm to health and safety, has had 
an adverse impact on fundamental rights or 
has given rise to significant concerns in 
relation to the materialisation of such harm 
or adverse impact, as demonstrated by 
reports or documented allegations 
submitted to national competent 
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authorities, to the Commission, to the 
Board, to the EDPS or to the European 
Union Agency for Fundamental Rights 
(FRA);

Or. en

Amendment 85

Proposal for a regulation
Article 7 – paragraph 2 – point d

Text proposed by the Commission Amendment

(d) the potential extent of such harm or 
such adverse impact, in particular in terms 
of its intensity and its ability to affect a 
plurality of persons;

(d) the potential extent of such harm or 
such adverse impact, in particular in terms 
of its intensity and its ability to affect a 
plurality of persons or to 
disproportionately affect a particular 
group of persons;

Or. en

Amendment 86

Proposal for a regulation
Article 7 – paragraph 2 – point g

Text proposed by the Commission Amendment

(g) the extent to which the outcome 
produced with an AI system is easily 
reversible, whereby outcomes having an 
impact on the health or safety of persons 
shall not be considered as easily reversible;

(g) the extent to which the outcome 
produced with an AI system is easily 
reversible, whereby outcomes having an 
impact on health, safety, fundamental 
rights of persons, or on the Union values 
enshrined in Article 2 TEU shall not be 
considered as easily reversible;

Or. en
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Amendment 87

Proposal for a regulation
Article 7 – paragraph 2 a (new)

Text proposed by the Commission Amendment

2a. When assessing whether an AI 
system poses a risk of harm to the health 
and safety or risk of adverse impact on 
fundamental rights that is equivalent or 
greater than the risk of harm posed by the 
high-risk AI system, the Commission shall 
consult, where relevant, representatives of 
groups on which an AI system has an 
impact, industry, independent experts and 
civil society organisations. The 
Commission shall organise public 
consultations in this regard.

Or. en

Amendment 88

Proposal for a regulation
Article 7 – paragraph 2 b (new)

Text proposed by the Commission Amendment

2b. The Commission shall publish a 
detailed report on the assessment referred 
to in paragraph 2.

Or. en

Amendment 89

Proposal for a regulation
Article 7 – paragraph 2 c (new)

Text proposed by the Commission Amendment

2c. The Commission shall consult the 
Board before drafting delegated acts 
pursuant to paragraph 1.
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Or. en

Amendment 90

Proposal for a regulation
Article 9 – paragraph 2 – point a

Text proposed by the Commission Amendment

(a) identification and analysis of the 
known and foreseeable risks associated 
with each high-risk AI system;

(a) identification and analysis of the 
known and the reasonably foreseeable 
risks that the high-risk AI system can pose 
to: 
(i)  the health or safety of natural 
persons; 

(ii)  the legal rights or legal status of 
natural persons; 
(iii) the fundamental rights of natural 
persons; 
(iv) the equal access to services and 
opportunities of natural persons; 
(v) the Union values enshrined in 
Article 2 TEU. 

Or. en

Amendment 91

Proposal for a regulation
Article 9 – paragraph 3

Text proposed by the Commission Amendment

3. The risk management measures 
referred to in paragraph 2, point (d) shall 
give due consideration to the effects and 
possible interactions resulting from the 
combined application of the requirements 
set out in this Chapter 2. They shall take 
into account the generally acknowledged 
state of the art, including as reflected in 
relevant harmonised standards or common 
specifications.

3. The risk management measures 
referred to in paragraph 2, point (d) shall 
give due consideration to the effects and 
possible interactions resulting from the 
combined application of the requirements 
set out in this Chapter 2. They shall take 
into account the state of the art, including 
as reflected in relevant harmonised 
standards or common specifications.
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Or. en

Amendment 92

Proposal for a regulation
Article 9 – paragraph 4 – subparagraph 3

Text proposed by the Commission Amendment

In eliminating or reducing risks related to 
the use of the high-risk AI system, due 
consideration shall be given to the 
technical knowledge, experience, 
education, training to be expected by the 
user and the environment in which the 
system is intended to be used.

In eliminating or reducing risks related to 
the use of the high-risk AI system, due 
consideration shall be given to the 
technical knowledge, experience, 
education, training to be expected by the 
user and the environment, including 
possible context, in which the system is 
intended to be used.

Or. en

Amendment 93

Proposal for a regulation
Article 9 – paragraph 6

Text proposed by the Commission Amendment

6. Testing procedures shall be suitable 
to achieve the intended purpose of the AI 
system and do not need to go beyond what 
is necessary to achieve that purpose.

6. Testing procedures shall be suitable 
to achieve the intended purpose of the AI 
system.

Or. en

Amendment 94

Proposal for a regulation
Article 10 – paragraph 2 – point c

Text proposed by the Commission Amendment

(c) relevant data preparation processing 
operations, such as annotation, labelling, 

(c) relevant data preparation processing 
operations, such as annotation, labelling, 
cleaning, updating, enrichment and 
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cleaning, enrichment and aggregation; aggregation;

Or. en

Amendment 95

Proposal for a regulation
Article 10 – paragraph 2 – point f a (new)

Text proposed by the Commission Amendment

(fa) appropriate measures to detect, 
prevent and mitigate possible biases;

Or. en

Amendment 96

Proposal for a regulation
Article 10 – paragraph 3

Text proposed by the Commission Amendment

3. Training, validation and testing 
data sets shall be relevant, representative, 
free of errors and complete. They shall 
have the appropriate statistical properties, 
including, where applicable, as regards the 
persons or groups of persons on which the 
high-risk AI system is intended to be used. 
These characteristics of the data sets may 
be met at the level of individual data sets or 
a combination thereof.

3. Training, validation and testing 
datasets shall be relevant, representative, 
up-to-date, and to the best extent possible, 
taking into account the state of the art, 
free of errors and be as complete as 
possible. They shall have the appropriate 
statistical properties, including, where 
applicable, as regards the persons or groups 
of persons on which the high-risk AI 
system is intended to be used. These 
characteristics of the datasets may be met 
at the level of individual data sets or a 
combination thereof.

Or. en

Amendment 97

Proposal for a regulation
Article 10 – paragraph 4



PR\1254442EN.docx 63/161 PE731.563v01-00

EN

Text proposed by the Commission Amendment

4. Training, validation and testing data 
sets shall take into account, to the extent 
required by the intended purpose, the 
characteristics or elements that are 
particular to the specific geographical, 
behavioural or functional setting within 
which the high-risk AI system is intended 
to be used.

4. Training, validation and testing data 
sets shall take into account, to the extent 
required by the intended purpose, the 
characteristics or elements that are 
particular to the specific geographical, 
cultural, behavioural or functional setting 
within which the high-risk AI system is 
intended to be used.

Or. en

Amendment 98

Proposal for a regulation
Article 10 – paragraph 5

Text proposed by the Commission Amendment

5. To the extent that it is strictly 
necessary for the purposes of ensuring 
bias monitoring, detection and correction 
in relation to the high-risk AI systems, the 
providers of such systems may process 
special categories of personal data 
referred to in Article 9(1) of Regulation 
(EU) 2016/679, Article 10 of Directive 
(EU) 2016/680 and Article 10(1) of 
Regulation (EU) 2018/1725, subject to 
appropriate safeguards for the 
fundamental rights and freedoms of 
natural persons, including technical 
limitations on the re-use and use of state-
of-the-art security and privacy-preserving 
measures, such as pseudonymisation, or 
encryption where anonymisation may 
significantly affect the purpose pursued.

deleted

Or. en

Justification

This Regulation should not constitute a separate legal basis for processing personal data.
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Amendment 99

Proposal for a regulation
Article 10 – paragraph 6 a (new)

Text proposed by the Commission Amendment

6a. Where the provider cannot comply 
with the obligations laid down in this 
Article because it does not have access to 
the data and the data is held exclusively 
by the user, the user may, on the basis of 
a contract, be made responsible for any 
infringement of this Article.

Or. en

Amendment 100

Proposal for a regulation
Article 10 – paragraph 6 b (new)

Text proposed by the Commission Amendment

6b. The principles of data 
minimisation and of data protection by 
design and by default, as referred to, 
respectively, in Article 5(1), point (c) and 
in Article 25 of Regulation (EU) 2016/679 
shall be applied when developing and 
using high-risk AI systems and during the 
entire lifecycle of those systems.

Or. en

Amendment 101

Proposal for a regulation
Article 11 – paragraph 2

Text proposed by the Commission Amendment

2. Where a high-risk AI system 
related to a product, to which the legal acts 
listed in Annex II, section A apply, is 

2. Where a high-risk AI system 
related to a product, to which the legal acts 
listed in Annex II, section A apply, is 
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placed on the market or put into service 
one single technical documentation shall 
be drawn up containing all the information 
set out in Annex IV as well as the 
information required under those legal acts.

placed on the market or put into service, 
technical documentation shall be drawn up 
containing all the information set out in 
Annex IV as well as the information 
required under those legal acts.

Or. en

Amendment 102

Proposal for a regulation
Article 12 – paragraph 2

Text proposed by the Commission Amendment

2. The logging capabilities shall 
ensure a level of traceability of the AI 
system’s functioning throughout its 
lifecycle that is appropriate to the intended 
purpose of the system.

2. The logging capabilities shall 
ensure a level of traceability of the AI 
system’s functioning throughout its entire 
lifecycle that is appropriate to the intended 
purpose of the system.

Or. en

Amendment 103

Proposal for a regulation
Article 12 – paragraph 3

Text proposed by the Commission Amendment

3. In particular, logging capabilities 
shall enable the monitoring of the 
operation of the high-risk AI system with 
respect to the occurrence of situations that 
may result in the AI system presenting a 
risk within the meaning of Article 65(1) or 
lead to a substantial modification, and 
facilitate the post-market monitoring 
referred to in Article 61.

3. In particular, logging capabilities 
shall enable the monitoring of the 
operation of the high-risk AI system with 
respect to the identification of situations 
that may result in the AI system presenting 
a risk within the meaning of Article 65(1) 
or lead to a substantial modification, and 
facilitate the monitoring of operations as 
referred in Article 29(4) as well as the 
post-market monitoring referred to in 
Article 61.

Or. en
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Amendment 104

Proposal for a regulation
Title III – Chapter 3 – title

Text proposed by the Commission Amendment

OBLIGATIONS OF PROVIDERS AND 
USERS OF HIGH-RISK AI SYSTEMS 
and other parties

OBLIGATIONS OF PROVIDERS, 
USERS OF HIGH-RISK AI SYSTEMS 
and other parties

Or. en

Amendment 105

Proposal for a regulation
Article 16 – paragraph 1 – point a a (new)

Text proposed by the Commission Amendment

(aa) ensure that natural persons to 
whom human oversight of high-risk AI 
systems is assigned are specifically made 
aware and remain aware of the risk of 
automation bias;

Or. en

Amendment 106

Proposal for a regulation
Article 16 – paragraph 1 – point d

Text proposed by the Commission Amendment

(d) when under their control, keep the 
logs automatically generated by their high-
risk AI systems;

(d) when under their control, keep the 
logs automatically generated by their high-
risk AI systems that are required for 
ensuring and demonstrating compliance 
with this Regulation, for ex-post audits of 
any reasonably foreseeable malfunction 
or misuses of the system, or for ensuring 
and monitoring for the proper functioning 
of the system throughout its entire 
lifecycle;
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Or. en

Amendment 107

Proposal for a regulation
Article 16 – paragraph 1 – point e

Text proposed by the Commission Amendment

(e) ensure that the high-risk AI system 
undergoes the relevant conformity 
assessment procedure, prior to its placing 
on the market or putting into service;

(e) ensure that the high-risk AI system 
undergoes the relevant conformity 
assessment procedure, prior to its placing 
on the market or putting into service, in 
accordance with Article 43;

Or. en

Amendment 108

Proposal for a regulation
Article 16 – paragraph 1 – point e a (new)

Text proposed by the Commission Amendment

(ea) draw up an EU declaration of 
conformity in accordance with Article 48;

Or. en

Amendment 109

Proposal for a regulation
Article 16 – paragraph 1 – point e b (new)

Text proposed by the Commission Amendment

(eb) affix the CE marking to their 
high-risk AI systems to indicate 
conformity with this Regulation in 
accordance with Article 49;

Or. en
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Justification

moved up from letter i

Amendment 110

Proposal for a regulation
Article 16 – paragraph 1 – point g

Text proposed by the Commission Amendment

(g) take the necessary corrective 
actions, if the high-risk AI system is not in 
conformity with the requirements set out 
in Chapter 2 of this Title;

(g) take the necessary corrective 
actions as referred to in Article 21 and 
provide information in that regard;

Or. en

Amendment 111

Proposal for a regulation
Article 16 – paragraph 1 – point h

Text proposed by the Commission Amendment

(h) inform the national competent 
authorities of the Member States in which 
they made the AI system available or put 
it into service and, where applicable, the 
notified body of the non-compliance and 
of any corrective actions taken;

deleted

Or. en

Amendment 112

Proposal for a regulation
Article 16 – paragraph 1 – point i

Text proposed by the Commission Amendment

(i) to affix the CE marking to their 
high-risk AI systems to indicate the 
conformity with this Regulation in 

deleted
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accordance with Article 49;

Or. en

Amendment 113

Proposal for a regulation
Article 17 – paragraph 1 – introductory part

Text proposed by the Commission Amendment

1. Providers of high-risk AI systems 
shall put a quality management system in 
place that ensures compliance with this 
Regulation. That system shall be 
documented in a systematic and orderly 
manner in the form of written policies, 
procedures and instructions, and shall 
include at least the following aspects:

1. Providers of high-risk AI systems 
shall put a quality management system in 
place that ensures compliance with this 
Regulation. It shall be documented in a 
systematic and orderly manner in the form 
of written policies, procedures and 
instructions, and shall include at least the 
following aspects:

Or. en

Amendment 114

Proposal for a regulation
Article 17 – paragraph 1 – point j

Text proposed by the Commission Amendment

(j) the handling of communication 
with national competent authorities, 
competent authorities, including sectoral 
ones, providing or supporting the access to 
data, notified bodies, other operators, 
customers or other interested parties;

(j) the handling of communication 
with relevant competent authorities, 
including sectoral ones, providing or 
supporting the access to data, notified 
bodies, other operators, customers or other 
interested parties;

Or. en

Amendment 115

Proposal for a regulation
Article 17 – paragraph 2
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Text proposed by the Commission Amendment

2. The implementation of aspects 
referred to in paragraph 1 shall be 
proportionate to the size of the provider’s 
organisation.

2. The implementation of aspects 
referred to in paragraph 1 shall be 
proportionate to the size of the provider’s 
organisation. Providers shall in any event 
respect the degree of rigour and the level 
of protection required to ensure 
compliance of their AI systems with this 
Regulation.

Or. en

Justification

The size of the company needs to be taken into account but should not justify less rigour for 
compliance.

Amendment 116

Proposal for a regulation
Article 19

Text proposed by the Commission Amendment

Article 19 deleted
Conformity assessment

1. Providers of high-risk AI systems 
shall ensure that their systems undergo 
the relevant conformity assessment 
procedure in accordance with Article 43, 
prior to their placing on the market or 
putting into service. Where the 
compliance of the AI systems with the 
requirements set out in Chapter 2 of this 
Title has been demonstrated following 
that conformity assessment, the providers 
shall draw up an EU declaration of 
conformity in accordance with Article 48 
and affix the CE marking of conformity 
in accordance with Article 49.
2. For high-risk AI systems referred 
to in point 5(b) of Annex III that are 
placed on the market or put into service 
by providers that are credit institutions 
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regulated by Directive 2013/36/EU, the 
conformity assessment shall be carried 
out as part of the procedure referred to in 
Articles 97 to101 of that Directive.

Or. en

Justification

Paragraph 1 of this article has been moved up to art. 16(e) and (ea), while paragraph 2 is 
already in article 43.2.

Amendment 117

Proposal for a regulation
Article 21 – paragraph 1

Text proposed by the Commission Amendment

Providers of high-risk AI systems which 
consider or have reason to consider that a 
high-risk AI system which they have 
placed on the market or put into service is 
not in conformity with this Regulation 
shall immediately take the necessary 
corrective actions to bring that system into 
conformity, to withdraw it or to recall it, as 
appropriate. They shall inform the 
distributors of the high-risk AI system in 
question and, where applicable, the 
authorised representative and importers 
accordingly.

Providers of high-risk AI systems which 
consider or have reason to consider that a 
high-risk AI system which they have 
placed on the market or put into service is 
not in conformity with this Regulation 
shall immediately and without delay take 
the necessary corrective actions to bring 
that system into conformity, to withdraw it 
or to recall it, as appropriate.

Or. en

Amendment 118

Proposal for a regulation
Article 21 – paragraph 1 a (new)

Text proposed by the Commission Amendment

In the cases referred to in paragraph 1, 
providers shall immediately inform the 
distributors of the high-risk AI system 
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and, where applicable, the authorised 
representative, importers and users 
accordingly. They shall also immediately 
inform the national competent authorities 
of the Member States in which they made 
the AI system available or put it into 
service, and where applicable, the notified 
body of the non-compliance and of any 
corrective actions taken.

Or. en

Amendment 119

Proposal for a regulation
Article 22 – paragraph 1

Text proposed by the Commission Amendment

Where the high-risk AI system presents a 
risk within the meaning of Article 65(1) 
and that risk is known to the provider of 
the system, that provider shall immediately 
inform the national competent authorities 
of the Member States in which it made the 
system available and, where applicable, the 
notified body that issued a certificate for 
the high-risk AI system, in particular of the 
non-compliance and of any corrective 
actions taken.

Where the high-risk AI system presents a 
risk and that risk is known to the provider 
of the system, that provider shall 
immediately inform the national competent 
authorities of the Member States in which 
it made the system available and, where 
applicable, the notified body that issued a 
certificate for the high-risk AI system, in 
particular of the non-compliance and of 
any corrective actions taken. Where 
applicable, the provider shall also inform 
the users of the high-risk AI system.

Or. en

Amendment 120

Proposal for a regulation
Article 23 – title

Text proposed by the Commission Amendment

Cooperation with competent authorities Cooperation with competent authorities, 
the Board and the Commission

Or. en
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Amendment 121

Proposal for a regulation
Article 23 – paragraph 1

Text proposed by the Commission Amendment

Providers of high-risk AI systems shall, 
upon request by a national competent 
authority, provide that authority with all 
the information and documentation 
necessary to demonstrate the conformity of 
the high-risk AI system with the 
requirements set out in Chapter 2 of this 
Title, in an official Union language 
determined by the Member State 
concerned. Upon a reasoned request from 
a national competent authority, providers 
shall also give that authority access to the 
logs automatically generated by the high-
risk AI system, to the extent such logs are 
under their control by virtue of a 
contractual arrangement with the user or 
otherwise by law.

Providers and where applicable, users of 
high-risk AI systems shall, upon request by 
a national competent authority or where 
applicable, by the Board or the 
Commission, provide them with all the 
information and documentation necessary 
to demonstrate the conformity of the high-
risk AI system with the requirements set 
out in Chapter 2 of this Title, in an official 
Union language determined by the Member 
State concerned.

Or. en

Amendment 122

Proposal for a regulation
Article 23 – paragraph 1 a (new)

Text proposed by the Commission Amendment

Upon a reasoned request by a national 
competent authority or, where applicable, 
by the Commission, providers and, where 
applicable, users shall also give the 
requesting national competent authority 
or the Commission, as applicable, access 
to the logs automatically generated by the 
high-risk AI system, to the extent such 
logs are under their control by virtue of a 
contractual arrangement with the user or 
otherwise by law.
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Or. en

Amendment 123

Proposal for a regulation
Article 25 – paragraph 1

Text proposed by the Commission Amendment

1. Prior to making their systems 
available on the Union market, where an 
importer cannot be identified, providers 
established outside the Union shall, by 
written mandate, appoint an authorised 
representative which is established in the 
Union.

1. Prior to making their systems 
available on the Union market, providers 
established outside the Union shall, by 
written mandate, appoint an authorised 
representative which is established in the 
Union.

Or. en

Amendment 124

Proposal for a regulation
Article 25 – paragraph 2 – introductory part

Text proposed by the Commission Amendment

2. The authorised representative shall 
perform the tasks specified in the mandate 
received from the provider. The mandate 
shall empower the authorised 
representative to carry out the following 
tasks:

2. The authorised representative shall 
perform the tasks specified in the mandate 
received from the provider. It shall provide 
a copy of the mandate to the market 
surveillance authorities upon request, in 
an official Union language determined by 
the national competent authority. The 
mandate shall empower the authorised 
representative to carry out the following 
tasks:

Or. en

Amendment 125

Proposal for a regulation
Article 25 – paragraph 2 – point c
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Text proposed by the Commission Amendment

(c) cooperate with competent national 
authorities, upon a reasoned request, on 
any action the latter takes in relation to the 
high-risk AI system.

(c) cooperate with national competent 
authorities, upon a reasoned request, on 
any action the latter takes in relation to the 
high-risk AI system.

Or. en

Amendment 126

Proposal for a regulation
Article 25 – paragraph 2 – point c a (new)

Text proposed by the Commission Amendment

(ca) where applicable, comply with the 
registration obligations referred in Article 
51.

Or. en

Amendment 127

Proposal for a regulation
Article 26 – paragraph 1 – point b

Text proposed by the Commission Amendment

(b) the provider has drawn up the 
technical documentation in accordance 
with Annex IV;

(b) the provider has drawn up the 
technical documentation in accordance 
with Article 11 and Annex IV;

Or. en

Amendment 128

Proposal for a regulation
Article 26 – paragraph 1 – point c a (new)



PE731.563v01-00 76/161 PR\1254442EN.docx

EN

Text proposed by the Commission Amendment

(ca) where applicable, the provider has 
appointed an authorised representative in 
accordance with Article 25(1).

Or. en

Amendment 129

Proposal for a regulation
Article 27 – paragraph 2

Text proposed by the Commission Amendment

2. Where a distributor considers or has 
reason to consider that a high-risk AI 
system is not in conformity with the 
requirements set out in Chapter 2 of this 
Title, it shall not make the high-risk AI 
system available on the market until that 
system has been brought into conformity 
with those requirements. Furthermore, 
where the system presents a risk within the 
meaning of Article 65(1), the distributor 
shall inform the provider or the importer of 
the system, as applicable, to that effect.

2. Where a distributor considers or has 
reason to consider that a high-risk AI 
system is not in conformity with the 
requirements set out in Chapter 2 of this 
Title, it shall not make the high-risk AI 
system available on the market until that 
system has been brought into conformity 
with those requirements. Furthermore, 
where the system presents a risk within the 
meaning of Article 65(1), the distributor 
shall inform the provider or the importer of 
the system and the relevant national 
competent authority, as applicable, to that 
effect.

Or. en

Amendment 130

Proposal for a regulation
Article 27 – paragraph 5

Text proposed by the Commission Amendment

5. Upon a reasoned request from a 
national competent authority, distributors 
of high-risk AI systems shall provide that 
authority with all the information and 
documentation necessary to demonstrate 

5. Upon a reasoned request from a 
national competent authority, distributors 
of high-risk AI systems shall provide that 
authority with all the information and 
documentation necessary to demonstrate 
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the conformity of a high-risk system with 
the requirements set out in Chapter 2 of 
this Title. Distributors shall also cooperate 
with that national competent authority on 
any action taken by that authority.

the conformity of the high-risk AI system 
with the requirements set out in Chapter 2 
of this Title. Distributors shall also 
cooperate with that national competent 
authority on any action taken by that 
authority.

Or. en

Amendment 131

Proposal for a regulation
Article 28 – paragraph 1 – point a

Text proposed by the Commission Amendment

(a) they place on the market or put into 
service a high-risk AI system under their 
name or trademark;

(a) they place on the market or put into 
service a high-risk AI system under their 
name or trademark unless a contractual 
arrangement provides otherwise with 
regard to the allocation of obligations, 
where applicable;

Or. en

Amendment 132

Proposal for a regulation
Article 28 – paragraph 1 – point b a (new)

Text proposed by the Commission Amendment

(ba) they modify the intended purpose 
of an AI system placed on the market or 
put into service in such manner that the 
AI system becomes a high risk AI system 
in accordance with Article 6;

Or. en
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Amendment 133

Proposal for a regulation
Article 28 – paragraph 1 – point c

Text proposed by the Commission Amendment

(c) they make a substantial 
modification to the high-risk AI system.

(c) they make a substantial 
modification to a high-risk AI system.

Or. en

Amendment 134

Proposal for a regulation
Article 28 – paragraph 1 – point c a (new)

Text proposed by the Commission Amendment

(ca) they make a substantial 
modification to an AI system in such 
manner that the AI system becomes a 
high risk AI system;

Or. en

Amendment 135

Proposal for a regulation
Article 28 – paragraph 2

Text proposed by the Commission Amendment

2. Where the circumstances referred 
to in paragraph 1, point (b) or (c), occur, 
the provider that initially placed the high-
risk AI system on the market or put it into 
service shall no longer be considered a 
provider for the purposes of this 
Regulation.

2. Where the circumstances referred 
to in paragraph 1, point (b), (ba), (c) or 
(ca), occur, the provider that initially 
placed the high-risk AI system on the 
market or put it into service shall no longer 
be considered a provider for the purposes 
of this Regulation.

Or. en
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Amendment 136

Proposal for a regulation
Article 29 – paragraph 1 a (new)

Text proposed by the Commission Amendment

1a. Where relevant, users of high-risk 
AI systems shall comply with the human 
oversight requirements laid down in this 
Regulation.

Or. en

Amendment 137

Proposal for a regulation
Article 29 – paragraph 1 b (new)

Text proposed by the Commission Amendment

1b. Users of high-risk AI systems shall 
ensure that natural persons assigned to 
ensure human oversight for high-risk AI 
systems are competent, properly qualified 
and trained and have the necessary 
resources in order to ensure the effective 
supervision of the system in accordance 
with Article 14;

Or. en

Amendment 138

Proposal for a regulation
Article 29 – paragraph 1 c (new)

Text proposed by the Commission Amendment

1c. Users of high-risk AI systems shall 
ensure that the natural persons entrusted 
with the human oversight of the high-risk 
AI are competent, properly qualified and 
trained and have the necessary resources 
in order to ensure the effective 
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supervision of the AI system in 
accordance with Article 14.

Or. en

Amendment 139

Proposal for a regulation
Article 29 – paragraph 2

Text proposed by the Commission Amendment

2. The obligations in paragraph 1 are 
without prejudice to other user obligations 
under Union or national law and to the 
user’s discretion in organising its own 
resources and activities for the purpose of 
implementing the human oversight 
measures indicated by the provider.

2. The obligations in paragraphs 1, 
1a and 1b are without prejudice to other 
user obligations under Union or national 
law and to the user’s discretion in 
organising its own resources and activities 
for the purpose of implementing the human 
oversight measures indicated by the 
provider.

Or. en

Amendment 140

Proposal for a regulation
Article 29 – paragraph 3

Text proposed by the Commission Amendment

3. Without prejudice to paragraph 1, 
to the extent the user exercises control over 
the input data, that user shall ensure that 
input data is relevant in view of the 
intended purpose of the high-risk AI 
system.

3. Without prejudice to paragraph 1, 
1a and 1b to the extent the user exercises 
control over the input data, that user shall 
ensure that input data is relevant in view of 
the intended purpose of the high-risk AI 
system.

Or. en

Amendment 141

Proposal for a regulation
Article 29 – paragraph 4 – subparagraph 1
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Text proposed by the Commission Amendment

Users shall monitor the operation of the 
high-risk AI system on the basis of the 
instructions of use. When they have 
reasons to consider that the use in 
accordance with the instructions of use 
may result in the AI system presenting a 
risk within the meaning of Article 65(1) 
they shall inform the provider or distributor 
and suspend the use of the system. They 
shall also inform the provider or distributor 
when they have identified any serious 
incident or any malfunctioning within the 
meaning of Article 62 and interrupt the use 
of the AI system. In case the user is not 
able to reach the provider, Article 62 shall 
apply mutatis mutandis.

Users shall monitor the operation of the 
high-risk AI system on the basis of the 
instructions of use. When they have 
reasons to consider that the use in 
accordance with the instructions of use 
may result in the AI system presenting a 
risk within the meaning of Article 65(1) 
they shall immediately inform the provider 
or distributor and suspend the use of the 
system. They shall also immediately 
inform the provider or distributor when 
they have identified any serious incident or 
any malfunctioning within the meaning of 
Article 62 and interrupt the use of the AI 
system. In case the user is not able to reach 
the provider, Article 62 shall apply mutatis 
mutandis.

Or. en

Amendment 142

Proposal for a regulation
Article 29 – paragraph 5 – subparagraph 1

Text proposed by the Commission Amendment

Users of high-risk AI systems shall keep 
the logs automatically generated by that 
high-risk AI system, to the extent such logs 
are under their control. The logs shall be 
kept for a period that is appropriate in the 
light of the intended purpose of the high-
risk AI system and applicable legal 
obligations under Union or national law.

Users of high-risk AI systems shall keep 
the logs automatically generated by that 
high-risk AI system, to the extent that such 
logs are under their control and are 
required for ensuring and demonstrating 
compliance with this Regulation, forex-
post audits of any reasonably foreseeable 
malfunction, incidents or misuses of the 
system, or for ensuring and monitoring 
for the proper functioning of the system 
throughout its lifecycle. The logs shall be 
kept for a period that is appropriate in light 
of the intended purpose of the high-risk AI 
system and applicable legal obligations 
under Union or national law.

Or. en
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Amendment 143

Proposal for a regulation
Article 29 – paragraph 5 a (new)

Text proposed by the Commission Amendment

5a. Users of high-risk AI systems that 
are public authorities or Union 
institutions, bodies, offices and agencies 
shall comply with the registration 
obligations referred to in Article 51.

Or. en

Amendment 144

Proposal for a regulation
Article 29 – paragraph 6

Text proposed by the Commission Amendment

6. Users of high-risk AI systems shall 
use the information provided under Article 
13 to comply with their obligation to carry 
out a data protection impact assessment 
under Article 35 of Regulation (EU) 
2016/679 or Article 27 of Directive (EU) 
2016/680, where applicable.

6. Where applicable, users of high-
risk AI systems shall use the information 
provided under Article 13 to comply with 
their obligation to carry out a data 
protection impact assessment under Article 
35 of Regulation (EU) 2016/679 or Article 
27 of Directive (EU) 2016/680 having 
regard to the technical characteristic of 
the system, the specific use and the 
specific context in which the AI system is 
intended to operate.

Or. en

Amendment 145

Proposal for a regulation
Article 29 – paragraph 6 a (new)
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Text proposed by the Commission Amendment

6a. Users of high-risk AI systems 
referred to in Annex III, which make 
decisions or assist in making decisions 
related to natural persons, shall inform 
the natural persons that they are subject 
to the use of the high-risk AI system.

Or. en

Amendment 146

Proposal for a regulation
Article 29 – paragraph 6 b (new)

Text proposed by the Commission Amendment

6b. Users of AI systems that generate, 
on the basis of limited human input, 
complex text content, such as news 
articles, opinion articles, novels, scripts, 
and scientific articles, shall disclose that 
the text content has been artificially 
generated or manipulated, including to 
the natural persons who are exposed to 
the content, each time they are exposed, in 
a clear and intelligible manner.

Or. en

Amendment 147

Proposal for a regulation
Article 29 a (new)

Text proposed by the Commission Amendment

Article 29a
Notification

Member States shall notify the 
Commission and the other Member States 
of conformity assessment bodies.
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Or. en

(Article 29a is inserted in Chapter 4 before Article 30)

Amendment 148

Proposal for a regulation
Article 32 – paragraph 1

Text proposed by the Commission Amendment

1. Notifying authorities may notify 
only conformity assessment bodies which 
have satisfied the requirements laid down 
in Article 33.

1. Notifying authorities shall notify 
only conformity assessment bodies which 
have satisfied the requirements laid down 
in Article 33.

Or. en

Amendment 149

Proposal for a regulation
Article 32 – paragraph 2

Text proposed by the Commission Amendment

2. Notifying authorities shall notify 
the Commission and the other Member 
States using the electronic notification tool 
developed and managed by the 
Commission.

2. Notifying authorities shall notify 
the Commission and the other Member 
States using the electronic notification tool 
developed and managed by the 
Commission of each conformity 
assessment body referred to in paragraph 
1.

Or. en

Amendment 150

Proposal for a regulation
Article 32 – paragraph 3

Text proposed by the Commission Amendment

3. The notification shall include full 
details of the conformity assessment 

3. The notification referred to in 
paragraph 2 shall include full details of the 
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activities, the conformity assessment 
module or modules and the artificial 
intelligence technologies concerned.

conformity assessment activities, the 
conformity assessment module or modules 
and the artificial intelligence technologies 
concerned.

Or. en

Amendment 151

Proposal for a regulation
Article 33 – paragraph 7

Text proposed by the Commission Amendment

7. Notified bodies shall have 
procedures for the performance of 
activities which take due account of the 
size of an undertaking, the sector in which 
it operates, its structure, the degree of 
complexity of the AI system in question.

7. Notified bodies shall have 
procedures for the performance of 
activities which take due account of the 
size of an undertaking, the sector in which 
it operates, its structure, the degree of 
complexity of the AI system in question. 
Those procedures shall nevertheless 
respect the degree of rigour and ensure 
the level of protection required for the 
compliance of the AI system with the 
requirements laid down in this 
Regulation.

Or. en

Justification

Reflecting Decision No 768/2008/EC of the European Parliament and of the Council on a 
common framework for the marketing of products, Article R27.

Amendment 152

Proposal for a regulation
Article 34 – paragraph 3

Text proposed by the Commission Amendment

3. Activities may be subcontracted or 
carried out by a subsidiary only with the 
agreement of the provider.

3. Activities may be subcontracted or 
carried out by a subsidiary only with the 
agreement of the provider. Notified bodies 
shall make a list of their subsidiaries 
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publicly available.

Or. en

Amendment 153

Proposal for a regulation
Article 34 – paragraph 4

Text proposed by the Commission Amendment

4. Notified bodies shall keep at the 
disposal of the notifying authority the 
relevant documents concerning the 
assessment of the qualifications of the 
subcontractor or the subsidiary and the 
work carried out by them under this 
Regulation.

4. Notified bodies shall keep at the 
disposal of the notifying authority the 
relevant documents concerning the 
verification of the qualifications of the 
subcontractor or the subsidiary and the 
work carried out by them under this 
Regulation.

Or. en

Amendment 154

Proposal for a regulation
Article 35 – title

Text proposed by the Commission Amendment

Identification numbers and lists of notified 
bodies designated under this Regulation

Identification numbers and lists of notified 
bodies

Or. en

Amendment 155

Proposal for a regulation
Article 36 – paragraph 2

Text proposed by the Commission Amendment

2. In the event of restriction, 
suspension or withdrawal of notification, 
or where the notified body has ceased its 

2. In the event of restriction, 
suspension or withdrawal of notification, 
or where the notified body has ceased its 
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activity, the notifying authority shall take 
appropriate steps to ensure that the files of 
that notified body are either taken over by 
another notified body or kept available for 
the responsible notifying authorities at their 
request.

activity, the notifying authority shall take 
appropriate steps to ensure that the files of 
that notified body are either taken over by 
another notified body or kept available for 
the responsible notifying authorities, and 
market surveillance authority at their 
request.

Or. en

Amendment 156

Proposal for a regulation
Article 37 – paragraph 1

Text proposed by the Commission Amendment

1. The Commission shall, where 
necessary, investigate all cases where there 
are reasons to doubt whether a notified 
body complies with the requirements laid 
down in Article 33.

1. The Commission shall investigate 
all cases where there are reasons to doubt 
the competence of a notified body or the 
continued fulfilment by a notified body of 
the applicable requirements and 
responsibilities.

Or. en

Amendment 157

Proposal for a regulation
Article 37 – paragraph 2

Text proposed by the Commission Amendment

2. The Notifying authority shall 
provide the Commission, on request, with 
all relevant information relating to the 
notification of the notified body concerned.

2. The Notifying authority shall 
provide the Commission, on request, with 
all relevant information relating to the 
notification or the maintenance of the 
notified body concerned.

Or. en
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Amendment 158

Proposal for a regulation
Article 37 – paragraph 4

Text proposed by the Commission Amendment

4. Where the Commission ascertains 
that a notified body does not meet or no 
longer meets the requirements laid down in 
Article 33, it shall adopt a reasoned 
decision requesting the notifying Member 
State to take the necessary corrective 
measures, including withdrawal of 
notification if necessary. That 
implementing act shall be adopted in 
accordance with the examination procedure 
referred to in Article 74(2).

4. Where the Commission ascertains 
that a notified body does not meet or no 
longer meets the requirements for its 
notification, it shall adopt an 
implementing act requesting the notifying 
Member State to take the necessary 
corrective measures, including withdrawal 
of notification if necessary. That 
implementing act shall be adopted in 
accordance with the examination procedure 
referred to in Article 74(2).

Or. en

Amendment 159

Proposal for a regulation
Article 39 a (new)

Text proposed by the Commission Amendment

Article 39a
Exchange of knowhow and best practices
The Commission shall provide for the 
exchange of knowhow and best practices 
between the Member States' national 
authorities responsible for notification 
policy.

Or. en

Amendment 160

Proposal for a regulation
Article 40 – paragraph 1 a (new)
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Text proposed by the Commission Amendment

The standardisation process shall ensure 
a balanced representation of interests and 
effective participation of all relevant 
stakeholders in accordance with Articles 
5, 6, and 7 of Regulation (EU) No 
1025/2012.

Or. en

Amendment 161

Proposal for a regulation
Article 41 – paragraph 2

Text proposed by the Commission Amendment

2. The Commission, when preparing 
the common specifications referred to in 
paragraph 1, shall gather the views of 
relevant bodies or expert groups 
established under relevant sectorial Union 
law.

2. The Commission, when preparing 
the common specifications referred to in 
paragraph 1, shall gather the views of 
relevant bodies or expert groups 
established under relevant sectorial Union 
law, as well as other relevant 
stakeholders.

Or. en

Amendment 162

Proposal for a regulation
Article 44 – paragraph 2

Text proposed by the Commission Amendment

2. Certificates shall be valid for the 
period they indicate, which shall not 
exceed five years. On application by the 
provider, the validity of a certificate may 
be extended for further periods, each not 
exceeding five years, based on a re-
assessment in accordance with the 
applicable conformity assessment 
procedures.

2. Certificates shall be valid for the 
period they indicate, which shall not 
exceed four years. On application by the 
provider, the validity of a certificate may 
be extended for further periods, each not 
exceeding four years, based on a re-
assessment in accordance with the 
applicable conformity assessment 
procedures. Any supplementary certificate 
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shall remain valid for the same duration 
as the certificate which it supplements.

Or. en

Amendment 163

Proposal for a regulation
Article 45 – paragraph 1

Text proposed by the Commission Amendment

Member States shall ensure that an appeal 
procedure against decisions of the notified 
bodies is available to parties having a 
legitimate interest in that decision.

Member States shall ensure that an appeal 
procedure against decisions of the notified 
bodies, including on issued conformity 
certificates, is available to parties having a 
legitimate interest in that decision

Or. en

Amendment 164

Proposal for a regulation
Article 47

Text proposed by the Commission Amendment

[...] deleted

Or. en

Justification

The public interest reasons indicated in the Article do not justify a derogation from the 
conformity assessment for urgency reasons. To the contrary, putting into service a high-risk 
AI system intended to address the indicated concerns without performing a conformity 
assessment risks aggravating those concerns, if the system is biased, inaccurate, or exposed 
to vulnerabilities.

Amendment 165

Proposal for a regulation
Article 48 – paragraph 1



PR\1254442EN.docx 91/161 PE731.563v01-00

EN

Text proposed by the Commission Amendment

1. The provider shall draw up a 
written EU declaration of conformity for 
each AI system and keep it at the disposal 
of the national competent authorities for 10 
years after the AI system has been placed 
on the market or put into service. The EU 
declaration of conformity shall identify 
the AI system for which it has been drawn 
up. A copy of the EU declaration of 
conformity shall be given to the relevant 
national competent authorities upon 
request.

1. The provider shall draw up a 
written EU declaration of conformity for 
each high-risk AI system and keep it at the 
disposal of the national competent 
authorities for 10 years after the high-risk 
AI system has been placed on the market 
or put into service. A copy of the EU 
declaration of conformity shall be given to 
the relevant national competent authorities 
upon request.

Or. en

Justification

The declaration of conformity already contains the identification of the high-risk AI system 
pursuant to Annex V.

Amendment 166

Proposal for a regulation
Article 48 – paragraph 2

Text proposed by the Commission Amendment

2. The EU declaration of conformity 
shall state that the high-risk AI system in 
question meets the requirements set out in 
Chapter 2 of this Title. The EU declaration 
of conformity shall contain the information 
set out in Annex V and shall be translated 
into an official Union language or 
languages required by the Member State(s) 
in which the high-risk AI system is made 
available.

2. The EU declaration of conformity 
shall state that the high-risk AI system in 
question meets the requirements set out in 
Chapter 2 of this Title, including the 
requirements related to the respect of the 
Union data protection law. The EU 
declaration of conformity shall contain the 
information set out in Annex V and shall 
be translated into an official Union 
language or languages required by the 
Member State(s) in which the high-risk AI 
system is placed on the market or made 
available.

Or. en
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Amendment 167

Proposal for a regulation
Article 48 – paragraph 3

Text proposed by the Commission Amendment

3. Where high-risk AI systems are 
subject to other Union harmonisation 
legislation which also requires an EU 
declaration of conformity, a single EU 
declaration of conformity shall be drawn 
up in respect of all Union legislations 
applicable to the high-risk AI system. The 
declaration shall contain all the information 
required for identification of the Union 
harmonisation legislation to which the 
declaration relates.

3. Where high-risk AI systems are 
subject to other Union harmonisation 
legislation which also requires an EU 
declaration of conformity, a single EU 
declaration of conformity can be drawn up 
in respect of all Union legislations 
applicable to the high-risk AI system. The 
declaration shall contain all the information 
required for identification of the Union 
harmonisation legislation to which the 
declaration relates.

Or. en

Amendment 168

Proposal for a regulation
Article 49 – paragraph 1

Text proposed by the Commission Amendment

1. The CE marking shall be affixed 
visibly, legibly and indelibly for high-risk 
AI systems. Where that is not possible or 
not warranted on account of the nature of 
the high-risk AI system, it shall be affixed 
to the packaging or to the accompanying 
documentation, as appropriate.

1. The CE marking shall be affixed 
visibly, legibly and indelibly for high-risk 
AI systems before the high-risk AI system 
is placed on the market. Where that is not 
possible or not warranted on account of the 
nature of the high-risk AI system, it shall 
be affixed to the packaging or to the 
accompanying documentation, as 
appropriate.

Or. en

Amendment 169

Proposal for a regulation
Article 49 – paragraph 3
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Text proposed by the Commission Amendment

3. Where applicable, the CE marking 
shall be followed by the identification 
number of the notified body responsible for 
the conformity assessment procedures set 
out in Article 43. The identification 
number shall also be indicated in any 
promotional material which mentions that 
the high-risk AI system fulfils the 
requirements for CE marking.

3. Where applicable, the CE marking 
shall be followed by the identification 
number of the notified body responsible for 
the conformity assessment procedures set 
out in Article 43. The identification 
number of the notified body shall be 
affixed by the body itself or, under its 
instructions, by the provider or the 
provider’s authorised representative. The 
identification number shall also be 
indicated in any promotional material 
which mentions that the high-risk AI 
system fulfils the requirements for CE 
marking.

Or. en

Amendment 170

Proposal for a regulation
Article 49 – paragraph 3 a (new)

Text proposed by the Commission Amendment

3a. The CE marking shall be affixed 
only after assessment of the compliance 
with Union data protection law.

Or. en

Amendment 171

Proposal for a regulation
Article 51 – paragraph 1

Text proposed by the Commission Amendment

Before placing on the market or putting 
into service a high-risk AI system referred 
to in Article 6(2), the provider or, where 
applicable, the authorised representative 
shall register that system in the EU 

Before placing on the market or putting 
into service a high-risk AI system referred 
to in Article 6(2), the provider or, where 
applicable, the authorised representative 
shall register that system in the EU 
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database referred to in Article 60. database referred to in Article 60, in 
accordance with Article 60(2).

Or. en

Amendment 172

Proposal for a regulation
Article 51 – paragraph 1 a (new)

Text proposed by the Commission Amendment

Before putting into service or using a 
high-risk AI system in accordance with 
Article 6(2), users who are public 
authorities or Union institutions, bodies, 
offices or agencies or users acting on 
their behalf shall register in the EU 
database referred to in Article 60.

Or. en

Amendment 173

Proposal for a regulation
Article 53 – paragraph 1

Text proposed by the Commission Amendment

1. AI regulatory sandboxes 
established by one or more Member States 
competent authorities or the European Data 
Protection Supervisor shall provide a 
controlled environment that facilitates the 
development, testing and validation of 
innovative AI systems for a limited time 
before their placement on the market or 
putting into service pursuant to a specific 
plan. This shall take place under the direct 
supervision and guidance by the competent 
authorities with a view to ensuring 
compliance with the requirements of this 
Regulation and, where relevant, other 
Union and Member States legislation 
supervised within the sandbox.

1. AI regulatory sandboxes 
established by one or more Member States 
competent authorities or the European Data 
Protection Supervisor shall provide a 
controlled environment that facilitates the 
development, testing and validation of 
innovative AI systems for a limited time 
before their placement on the market or 
putting into service pursuant to a specific 
plan. This shall take place under the direct 
supervision and guidance by the competent 
authorities with a view to ensuring 
compliance with the requirements of this 
Regulation and, where relevant, other 
Union and Member States legislation 
supervised.
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Or. en

Amendment 174

Proposal for a regulation
Article 53 – paragraph 1 a (new)

Text proposed by the Commission Amendment

1a. The AI regulatory sandbox shall 
allow and facilitate the involvement of 
notified bodies, standardisation bodies, 
and other relevant stakeholders when 
relevant.

Or. en

Amendment 175

Proposal for a regulation
Article 53 – paragraph 2

Text proposed by the Commission Amendment

2. Member States shall ensure that to 
the extent the innovative AI systems 
involve the processing of personal data or 
otherwise fall under the supervisory remit 
of other national authorities or competent 
authorities providing or supporting access 
to data, the national data protection 
authorities and those other national 
authorities are associated to the operation 
of the AI regulatory sandbox.

2. Member States shall ensure that to 
the extent the innovative AI systems 
involve the processing of personal data or 
otherwise fall under the supervisory remit 
of other national authorities or competent 
authorities providing or supporting access 
to personal data, the national data 
protection authorities and those other 
national authorities are associated to the 
operation of the AI regulatory sandbox.

Or. en

Amendment 176

Proposal for a regulation
Article 53 – paragraph 3
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Text proposed by the Commission Amendment

3. The AI regulatory sandboxes shall 
not affect the supervisory and corrective 
powers of the competent authorities. Any 
significant risks to health and safety and 
fundamental rights identified during the 
development and testing of such systems 
shall result in immediate mitigation and, 
failing that, in the suspension of the 
development and testing process until such 
mitigation takes place.

3. The AI regulatory sandboxes shall 
not affect the supervisory and corrective 
powers of the competent authorities. Any 
significant risks to health and safety and 
fundamental rights identified during the 
development and testing of such systems 
shall result in immediate and adequate 
mitigation. Where such mitigation proves 
to be ineffective, the development and 
testing process shall be suspended without 
delay until such mitigation takes place.

Or. en

Amendment 177

Proposal for a regulation
Article 53 – paragraph 4

Text proposed by the Commission Amendment

4. Participants in the AI regulatory 
sandbox shall remain liable under 
applicable Union and Member States 
liability legislation for any harm inflicted 
on third parties as a result from the 
experimentation taking place in the 
sandbox.

4. Participants in the AI regulatory 
sandbox shall remain liable under 
applicable Union and Member States 
liability legislation for any harm inflicted 
on third parties as a result of the 
experimentation taking place in the 
sandbox.

Or. en

Amendment 178

Proposal for a regulation
Article 53 – paragraph 5

Text proposed by the Commission Amendment

5. Member States’ competent 
authorities that have established AI 
regulatory sandboxes shall coordinate 
their activities and cooperate within the 

5. The national competent authorities 
shall coordinate their activities and 
cooperate within the framework of the 
European Artificial Intelligence Board on 
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framework of the European Artificial 
Intelligence Board. They shall submit 
annual reports to the Board and the 
Commission on the results from the 
implementation of those scheme, including 
good practices, lessons learnt and 
recommendations on their setup and, where 
relevant, on the application of this 
Regulation and other Union legislation 
supervised within the sandbox.

AI regulatory sandboxes. They shall 
submit annual reports to the Board and the 
Commission on the results of the 
implementation of those scheme, including 
good practices, incidents, lessons learnt 
and recommendations on their setup and, 
where relevant, on the application of this 
Regulation and other Union legislation 
supervised within the sandbox. Those 
reports or abstracts thereof shall be made 
available to the public in order to further 
enable innovation in the Union.

Or. en

Amendment 179

Proposal for a regulation
Article 56 – paragraph 1

Text proposed by the Commission Amendment

1. A ‘European Artificial Intelligence 
Board’ (the ‘Board’) is established.

1. An independent ‘European 
Artificial Intelligence Board’ (the ‘Board’) 
shall be established.

Or. en

Amendment 180

Proposal for a regulation
Article 56 – paragraph 2 – introductory part

Text proposed by the Commission Amendment

2. The Board shall provide advice and 
assistance to the Commission in order to:

2. The Board shall provide advice and 
assistance to the Commission and to the 
national supervisory authorities in order 
to:

Or. en
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Amendment 181

Proposal for a regulation
Article 56 – paragraph 2 – point b

Text proposed by the Commission Amendment

(b) coordinate and contribute to 
guidance and analysis by the Commission 
and the national supervisory authorities and 
other competent authorities on emerging 
issues across the internal market with 
regard to matters covered by this 
Regulation;

(b) coordinate and provide guidance 
and analysis to the Commission and to the 
national supervisory authorities and other 
competent authorities on emerging issues 
across the internal market with regard to 
matters covered by this Regulation;

Or. en

Amendment 182

Proposal for a regulation
Article 56 – paragraph 2 – point c

Text proposed by the Commission Amendment

(c) assist the national supervisory 
authorities and the Commission in 
ensuring the consistent application of this 
Regulation.

(c) contribute to the effective and 
consistent application of this Regulation 
and assist the national supervisory 
authorities and the Commission in this 
regard.

Or. en

Amendment 183

Proposal for a regulation
Article 56 – paragraph 2 – point c a (new)

Text proposed by the Commission Amendment

(ca) contribute to the effective 
cooperation with the competent 
authorities of third countries and with 
international organisations.

Or. en
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Amendment 184

Proposal for a regulation
Article 56 – paragraph 2 a (new)

Text proposed by the Commission Amendment

2a. The Board shall contribute to the 
effective and consistent enforcement of 
this Regulation throughout the Union, 
including with regard to cases involving 
two or more Member States as set out in 
Article 59b.

Or. en

Amendment 185

Proposal for a regulation
Article 57 – title

Text proposed by the Commission Amendment

Structure of the Board Structure and independence of the Board

Or. en

Amendment 186

Proposal for a regulation
Article 57 – paragraph 1

Text proposed by the Commission Amendment

1. The Board shall be composed of the 
national supervisory authorities, who shall 
be represented by the head or equivalent 
high-level official of that authority, and the 
European Data Protection Supervisor. 
Other national authorities may be invited to 
the meetings, where the issues discussed 
are of relevance for them.

1. The Board shall be composed of the 
national supervisory authorities, who shall 
be represented by the head or equivalent 
high-level official of that authority, the 
European Data Protection Supervisor and 
the FRA. Other national authorities may be 
invited to the meetings, where the issues 
discussed are of relevance for them. Each 
Member State shall have one vote. The 
EDPS and FRA shall not have voting 
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rights.

Or. en

Amendment 187

Proposal for a regulation
Article 57 – paragraph 1 a (new)

Text proposed by the Commission Amendment

1a. The Board shall act independently 
when performing its tasks or exercising its 
powers.

Or. en

Amendment 188

Proposal for a regulation
Article 57 – paragraph 1 b (new)

Text proposed by the Commission Amendment

1b. The Board shall take decisions by 
a simple majority of its voting members, 
unless otherwise provided for in this 
Regulation.

Or. en

Amendment 189

Proposal for a regulation
Article 57 – paragraph 2

Text proposed by the Commission Amendment

2. The Board shall adopt its rules of 
procedure by a simple majority of its 
members, following the consent of the 
Commission. The rules of procedure shall 
also contain the operational aspects related 

2. The Board shall adopt its rules of 
procedure by a two-thirds majority of its 
voting members. The rules of procedure 
shall also contain the operational aspects 
related to the execution of the Board’s 
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to the execution of the Board’s tasks as 
listed in Article 58. The Board may 
establish sub-groups as appropriate for 
the purpose of examining specific 
questions.

tasks as listed in Article 58.

Or. en

Amendment 190

Proposal for a regulation
Article 57 – paragraph 2 a (new)

Text proposed by the Commission Amendment

2a. The Board may establish sub-
groups as appropriate for the purpose of 
examining specific questions.

Or. en

Amendment 191

Proposal for a regulation
Article 57 – paragraph 2 b (new)

Text proposed by the Commission Amendment

2b. The Board shall be represented by 
its Chair.

Or. en

Amendment 192

Proposal for a regulation
Article 57 – paragraph 2 c (new)

Text proposed by the Commission Amendment

2c. The Board shall elect a Chair and 
two deputy Chairs from among its voting 
members by simple majority. The term of 
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office of the Chair and of the deputy 
Chairs shall be three years. The terms of 
the Chair and of the deputy Chairs may 
be renewed once.

Or. en

Amendment 193

Proposal for a regulation
Article 57 – paragraph 3

Text proposed by the Commission Amendment

3. The Board shall be chaired by the 
Commission. The Commission shall 
convene the meetings and prepare the 
agenda in accordance with the tasks of the 
Board pursuant to this Regulation and with 
its rules of procedure. The Commission 
shall provide administrative and analytical 
support for the activities of the Board 
pursuant to this Regulation.

3. The Chair shall have the following 
tasks:

- convene the meetings of the Board;
- prepare the agenda in accordance with the 
tasks of the Board pursuant to this 
Regulation and with its rules of procedure;
- ensure the timely performance of the 
tasks of the Board;
- notify Member States and the 
Commission of recommendations adopted 
by the Board.
The Commission shall provide 
administrative and analytical support for 
the activities of the Board pursuant to this 
Regulation.

Or. en

Amendment 194

Proposal for a regulation
Article 57 – paragraph 3 a (new)



PR\1254442EN.docx 103/161 PE731.563v01-00

EN

Text proposed by the Commission Amendment

3a. The meetings of the Board shall be 
considered to be quorate where at least 
two-thirds of its members are present.

Or. en

Amendment 195

Proposal for a regulation
Article 57 – paragraph 3 b (new)

Text proposed by the Commission Amendment

3b. The secretariat of the Board shall 
have the necessary human and financial 
resources to be able to perform its tasks 
pursuant to this Regulation.

Or. en

Amendment 196

Proposal for a regulation
Article 57 – paragraph 3 c (new)

Text proposed by the Commission Amendment

3c. The Board shall organise 
consultations with stakeholders twice a 
year. Such stakeholders shall include 
representatives from industry, start-ups 
and SMEs, civil society organisations, 
such as NGOs, consumer associations, the 
social partners and academia, to assess 
the evolution of trends in technology, 
issues related to the implementation and 
the effectiveness of this Regulation, 
regulatory gaps or loopholes observed in 
practice.

Or. en
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Amendment 197

Proposal for a regulation
Article 57 – paragraph 4

Text proposed by the Commission Amendment

4. The Board may invite external 
experts and observers to attend its 
meetings and may hold exchanges with 
interested third parties to inform its 
activities to an appropriate extent. To that 
end the Commission may facilitate 
exchanges between the Board and other 
Union bodies, offices, agencies and 
advisory groups.

4. The Board may invite national 
authorities, such as national equality 
bodies, to its meetings, where the issues 
discussed are of relevance for them. The 
Board may also invite, where appropriate, 
external experts, observers and interested 
third parties, including stakeholders such 
as those referred to in paragraph 3c, to 
attend its meetings and hold exchanges 
with them.

Or. en

Amendment 198

Proposal for a regulation
Article 57 – paragraph 4 a (new)

Text proposed by the Commission Amendment

4a. The Board shall cooperate with 
Union institutions, bodies, offices, 
agencies and advisory groups and shall 
make the results of that cooperation 
publicly available.

Or. en

Amendment 199

Proposal for a regulation
Article 58 – paragraph 1 – introductory part

Text proposed by the Commission Amendment

When providing advice and assistance to 
the Commission in the context of Article 

When providing advice and assistance to 
the Commission and the national 
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56(2), the Board shall in particular: supervisory authorities in the context of 
Article 56(2), the Board shall in particular:

Or. en

Amendment 200

Proposal for a regulation
Article 58 – paragraph 1 – point a a (new)

Text proposed by the Commission Amendment

(aa) issue opinions, recommendations 
or written contributions with a view to 
ensuring the consistent implementation of 
this Regulation;

Or. en

Amendment 201

Proposal for a regulation
Article 58 – paragraph 1 – point a b (new)

Text proposed by the Commission Amendment

(ab) examine, on its own initiative or 
on request of one of its members, any 
question covering the application of this 
Regulation and issue guidelines, 
recommendations and best practices with 
a view to ensuring the consistent 
implementation of this Regulation;

Or. en

Amendment 202

Proposal for a regulation
Article 58 – paragraph 1 – point c a (new)
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Text proposed by the Commission Amendment

(ca) encourage, facilitate and support 
the drawing up of codes of conduct 
intended to foster the voluntary 
application to AI systems of those codes of 
conduct in close cooperation with relevant 
stakeholders in accordance with Article 
69;

Or. en

Amendment 203

Proposal for a regulation
Article 58 – paragraph 1 – point c b (new)

Text proposed by the Commission Amendment

(cb) cooperate with the European Data 
Protection Board and with the FRA to 
provide guidance in relation to the respect 
of fundamental rights, in particular the 
right to non-discrimination and to equal 
treatment, the right to privacy and the 
protection of personal data;

Or. en

Amendment 204

Proposal for a regulation
Article 58 – paragraph 1 – point c c (new)

Text proposed by the Commission Amendment

(cc) promote public awareness and 
understanding of the benefits, risks, rules 
and safeguards and rights in relation to 
the use of AI systems;

Or. en
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Amendment 205

Proposal for a regulation
Article 58 – paragraph 1 – point c d (new)

Text proposed by the Commission Amendment

(cd) promote the cooperation and 
effective bilateral and multilateral 
exchange of information and best 
practices between the national supervisory 
authorities;

Or. en

Amendment 206

Proposal for a regulation
Article 58 – paragraph 1 – point c e (new)

Text proposed by the Commission Amendment

(ce) advise the Commission on the 
possible amendment of the Annexes by 
means of delegated act in accordance with 
Article 73, in particular the annex listing 
high-risk AI systems;

Or. en

Amendment 207

Proposal for a regulation
Article 58 – paragraph 1 – point c f (new)

Text proposed by the Commission Amendment

(cf) ensure that the national 
supervisory authorities actively cooperate 
in the implementation of this Regulation;

Or. en
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Amendment 208

Proposal for a regulation
Article 58 – paragraph 1 – point c g (new)

Text proposed by the Commission Amendment

(cg) provide guidance in relation to 
children’s rights, applicable law and 
minimum standards to meet the objectives 
of this Regulation that pertain to children.

Or. en

Amendment 209

Proposal for a regulation
Article 58 – paragraph 1 a (new)

Text proposed by the Commission Amendment

1a. When acting in the context of 
Article 59a on cases involving two or 
more Member States, the Board shall 
adopt recommendations for national 
supervisory authorities.

Or. en

Amendment 210

Proposal for a regulation
Article 58 – paragraph 1 b (new)

Text proposed by the Commission Amendment

1b. The Board shall refer to the 
Commission any cases referred to in 
Article 68a of which it becomes aware.

Or. en



PR\1254442EN.docx 109/161 PE731.563v01-00

EN

Amendment 211

Proposal for a regulation
Article 58 – paragraph 1 c (new)

Text proposed by the Commission Amendment

1c. The Board shall draw up an 
annual report regarding its activities. The 
report shall be made public and be 
transmitted to the European Parliament, 
to the Council and to the Commission in 
all official languages of the Union. In 
particular, the annual report shall include 
information with regard to:
(a) serious incidents and 
malfunctioning reported in accordance 
with Article 62;
(b) serious cases of misuse of high-
risk AI systems or cases of use of 
prohibited practices in accordance with 
Article 64;
(c) the fines issued pursuant to this 
Regulation in accordance with Articles 71 
and 72;
(d) the possible cases involving two or 
more Member States and any 
recommendations issued pursuant with 
Article 59a;
(e) the practical application of and 
possible follow-up to the opinions, 
guidelines, recommendations, advice and 
other measures taken under paragraph 1.

Or. en

Amendment 212

Proposal for a regulation
Article 59 – paragraph 2

Text proposed by the Commission Amendment

2. Each Member State shall designate 
a national supervisory authority among the 

2. Each Member State shall designate 
a single national supervisory authority 
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national competent authorities. The 
national supervisory authority shall act as 
notifying authority and market surveillance 
authority unless a Member State has 
organisational and administrative reasons 
to designate more than one authority.

among the national competent authorities 
by... [3 months after the entry into force of 
this Regulation]. The national supervisory 
authority shall act as notifying authority 
and market surveillance authority unless a 
Member State has organisational and 
administrative reasons to designate more 
than one authority, in which case, it shall 
provide reasons to the Commission and 
the Board for doing so. Where it is not the 
designated supervisory authority, the 
national supervisory authority shall act in 
close cooperation with the national data 
protection authority.

Or. en

Amendment 213

Proposal for a regulation
Article 59 – paragraph 2 a (new)

Text proposed by the Commission Amendment

2a. The national supervisory authority 
shall act as lead authority and be 
responsible for ensuring the effective 
coordination between national competent 
authorities regarding the implementation 
of this Regulation and shall contribute to 
the effective and consistent application 
and enforcement of this Regulation. It 
shall represent its Member State on the 
Board, in accordance with Article 57.

Or. en

Amendment 214

Proposal for a regulation
Article 59 – paragraph 2 b (new)

Text proposed by the Commission Amendment

2b. Each national supervisory 



PR\1254442EN.docx 111/161 PE731.563v01-00

EN

authority shall act independently in 
performing its tasks and exercising its 
powers in accordance with this 
Regulation. The member or members of 
each national supervisory authority shall, 
in the performance of their tasks and 
exercise of their powers in accordance 
with this Regulation, remain free from 
external influence, whether direct or 
indirect, and shall not seek or take 
instructions from any other body in 
relation to the exercise of the tasks 
assigned to them.

Or. en

Amendment 215

Proposal for a regulation
Article 59 – paragraph 3

Text proposed by the Commission Amendment

3. Member States shall inform the 
Commission of their designation or 
designations and, where applicable, the 
reasons for designating more than one 
authority.

3. Member States shall make publicly 
available and communicate to the 
Commission and the Board the name of 
their national competent authority which 
has been designated as national 
supervisory Authority and information on 
how it can be contacted, by ...[three 
months after the entry into force of this 
Regulation].

Or. en

Amendment 216

Proposal for a regulation
Article 59 – paragraph 4

Text proposed by the Commission Amendment

4. Member States shall ensure that 
national competent authorities are provided 
with adequate financial and human 

4. Member States shall ensure that 
national competent authorities are provided 
with adequate technical, financial and 
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resources to fulfil their tasks under this 
Regulation. In particular, national 
competent authorities shall have a 
sufficient number of personnel 
permanently available whose competences 
and expertise shall include an in-depth 
understanding of artificial intelligence 
technologies, data and data computing, 
fundamental rights, health and safety risks 
and knowledge of existing standards and 
legal requirements.

human resources, premises and 
infrastructure necessary to fulfil their 
tasks under this Regulation. In particular, 
national competent authorities shall have a 
sufficient number of personnel 
permanently available whose competences 
and expertise shall include an in-depth 
understanding of artificial intelligence 
technologies, data and data computing, 
personal data protection, fundamental 
rights, health and safety risks and 
knowledge of existing standards and legal 
requirements. Member States shall assess 
and update competence and resource 
requirements referred to in this paragraph 
on an annual basis.

Or. en

Amendment 217

Proposal for a regulation
Article 59 – paragraph 6

Text proposed by the Commission Amendment

6. The Commission shall facilitate the 
exchange of experience between national 
competent authorities.

6. The Commission and the Board 
shall facilitate the exchange of experience 
between national competent authorities.

Or. en

Amendment 218

Proposal for a regulation
Article 59 – paragraph 7

Text proposed by the Commission Amendment

7. National competent authorities may 
provide guidance and advice on the 
implementation of this Regulation, 
including to small-scale providers. 
Whenever national competent authorities 
intend to provide guidance and advice with 

7. National competent authorities may 
provide guidance and advice on the 
implementation of this Regulation, 
including to small-scale providers. 
Whenever national competent authorities 
intend to provide guidance and advice with 
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regard to an AI system in areas covered by 
other Union legislation, the competent 
national authorities under that Union 
legislation shall be consulted, as 
appropriate. Member States may also 
establish one central contact point for 
communication with operators.

regard to an AI system in areas covered by 
other Union legislation, the competent 
national authorities under that Union 
legislation shall be consulted, as 
appropriate. Member States shall also 
establish one central contact point for 
communication with operators and other 
stakeholders.

Or. en

Amendment 219

Proposal for a regulation
Article 59 a (new)

Text proposed by the Commission Amendment

Article 59a
Cooperation mechanism between national 
supervisory authorities in cases involving 

two or more Member States
1. Each national supervisory 
authority shall perform its tasks and 
powers conferred on in accordance with 
this Regulation on the territory of its own 
Member State.
2. In the event of a case involving 
two or more national supervisory 
authorities, the national supervisory 
authority of the Member State where the 
provider or the user of the concerned AI 
system is established or where the 
authorised representative is appointed 
shall be considered to be the lead national 
supervisory authority.
3. In the cases referred to in 
paragraph 2, the relevant national 
supervisory authorities shall cooperate 
and exchange all relevant information in 
due time. National supervisory authorities 
shall cooperate in order to reach a 
consensus.
4. In the case of a serious 
disagreement between two or more 
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national supervisory authorities, the 
national supervisory authorities shall 
notify the Board and communicate 
without delay all relevant information 
related to the case to the Board.
5. The Board shall, within three 
months of receipt of the notification 
referred to in paragraph 4, issue a 
recommendation to the national 
supervisory authorities.

Or. en

Amendment 220

Proposal for a regulation
Article 60 – paragraph 1

Text proposed by the Commission Amendment

1. The Commission shall, in 
collaboration with the Member States, set 
up and maintain a EU database containing 
information referred to in paragraph 2 
concerning high-risk AI systems referred to 
in Article 6(2) which are registered in 
accordance with Article 51.

1. The Commission shall, in 
collaboration with the Member States, set 
up and maintain a EU database containing 
information referred to in paragraphs 2 
and 2a concerning high-risk AI systems 
referred to in Article 6(2) which are 
registered in accordance with Article 51 
and users of such systems by public 
authorities and Union institutions, bodies, 
offices or agencies.

Or. en

Amendment 221

Proposal for a regulation
Article 60 – paragraph 2

Text proposed by the Commission Amendment

2. The data listed in Annex VIII shall 
be entered into the EU database by the 
providers. The Commission shall provide 
them with technical and administrative 

2. The data listed in Annex VIII, point 
(1), shall be entered into the EU database 
by the providers. The Commission shall 
provide them with technical and 
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support. administrative support.

Or. en

Amendment 222

Proposal for a regulation
Article 60 – paragraph 2 a (new)

Text proposed by the Commission Amendment

2a. The data listed in Annex VIII, 
point (2), shall be entered into the EU 
database by the users who are or who act 
on behalf of public authorities or Union 
institutions, bodies, offices or agencies. 
The Commission shall provide them with 
technical and administrative support.

Or. en

Amendment 223

Proposal for a regulation
Article 60 – paragraph 3

Text proposed by the Commission Amendment

3. Information contained in the EU 
database shall be accessible to the public.

3. Information contained in the EU 
database shall be accessible to the public, 
user-friendly and accessible, easily 
navigable and machine-readable.

Or. en

Amendment 224

Proposal for a regulation
Article 60 – paragraph 4

Text proposed by the Commission Amendment

4. The EU database shall contain 4. The EU database shall contain 
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personal data only insofar as necessary for 
collecting and processing information in 
accordance with this Regulation. That 
information shall include the names and 
contact details of natural persons who are 
responsible for registering the system and 
have the legal authority to represent the 
provider.

personal data only insofar as necessary for 
collecting and processing information in 
accordance with this Regulation. That 
information shall include the names and 
contact details of natural persons who are 
responsible for registering the system and 
have the legal authority to represent the 
provider or the user which is a public 
authority or Union institutions, bodies, 
offices or agencies.

Or. en

Amendment 225

Proposal for a regulation
Article 60 – paragraph 5

Text proposed by the Commission Amendment

5. The Commission shall be the 
controller of the EU database. It shall also 
ensure to providers adequate technical 
and administrative support.

5. The Commission shall be the 
controller of the EU database.

Or. en

Amendment 226

Proposal for a regulation
Article 61 – paragraph 3

Text proposed by the Commission Amendment

3. The post-market monitoring system 
shall be based on a post-market monitoring 
plan. The post-market monitoring plan 
shall be part of the technical 
documentation referred to in Annex IV. 
The Commission shall adopt an 
implementing act laying down detailed 
provisions establishing a template for the 
post-market monitoring plan and the list of 
elements to be included in the plan.

3. The post-market monitoring system 
shall be based on a post-market monitoring 
plan. The post-market monitoring plan 
shall be part of the technical 
documentation referred to in Annex IV. 
The Commission shall adopt an 
implementing act laying down detailed 
provisions establishing a template for the 
post-market monitoring plan and the list of 
elements to be included in the plan by ... 
[12 months following the entry into force 
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of this Regulation].

Or. en

Amendment 227

Proposal for a regulation
Article 62 – paragraph 1 – subparagraph 1

Text proposed by the Commission Amendment

Providers of high-risk AI systems placed 
on the Union market shall report any 
serious incident or any malfunctioning of 
those systems which constitutes a breach of 
obligations under Union law intended to 
protect fundamental rights to the market 
surveillance authorities of the Member 
States where that incident or breach 
occurred.

Providers and, where users have identified 
a serious incident or malfunctioning, 
users of high-risk AI systems placed on the 
Union market shall report any serious 
incident or any malfunctioning of those 
systems which constitutes a breach of 
obligations under Union law intended to 
protect fundamental rights to the market 
surveillance authorities of the Member 
States where that incident or breach 
occurred and, where relevant, to the 
Commission.

Or. en

Amendment 228

Proposal for a regulation
Article 62 – paragraph 1 – subparagraph 2

Text proposed by the Commission Amendment

Such notification shall be made 
immediately after the provider has 
established a causal link between the AI 
system and the incident or malfunctioning 
or the reasonable likelihood of such a link, 
and, in any event, not later than 15 days 
after the providers becomes aware of the 
serious incident or of the malfunctioning.

Such notification shall be made 
immediately after the provider or where 
applicable the user has established a 
causal link between the AI system and the 
incident or malfunctioning or the 
reasonable likelihood of such a link, and, in 
any event, not later than 72 hours after the 
provider or, where applicable, the user 
becomes aware of the serious incident or of 
the malfunctioning.

Or. en
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Justification

the deadline has been shortened to 3 days to match the corresponding reporting obligations 
deadlines in the GDPR.

Amendment 229

Proposal for a regulation
Article 62 – paragraph 1 – subparagraph 2 a (new)

Text proposed by the Commission Amendment

Upon establishing a causal link between 
the AI system and the serious incident or 
malfunctioning or the reasonable 
likelihood of such a link, providers shall 
take appropriate corrective actions 
pursuant to Article 21.

Or. en

Amendment 230

Proposal for a regulation
Article 62 – paragraph 2

Text proposed by the Commission Amendment

2. Upon receiving a notification 
related to a breach of obligations under 
Union law intended to protect fundamental 
rights, the market surveillance authority 
shall inform the national public authorities 
or bodies referred to in Article 64(3). The 
Commission shall develop dedicated 
guidance to facilitate compliance with the 
obligations set out in paragraph 1. That 
guidance shall be issued 12 months after 
the entry into force of this Regulation, at 
the latest.

2. Upon receiving a notification 
related to a breach of obligations under 
Union law intended to protect fundamental 
rights, the market surveillance authority 
shall inform the national public authorities 
or bodies referred to in Article 64(3). The 
Commission shall develop dedicated 
guidance to facilitate compliance with the 
obligations set out in paragraph 1. That 
guidance shall be issued by ... [the entry 
into force of this Regulation] and shall be 
reviewed every year.

Or. en
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Amendment 231

Proposal for a regulation
Article 62 – paragraph 3

Text proposed by the Commission Amendment

3. For high-risk AI systems referred to 
in point 5(b) of Annex III which are placed 
on the market or put into service by 
providers that are credit institutions 
regulated by Directive 2013/36/EU and for 
high-risk AI systems which are safety 
components of devices, or are themselves 
devices, covered by Regulation (EU) 
2017/745 and Regulation (EU) 2017/746, 
the notification of serious incidents or 
malfunctioning shall be limited to those 
that that constitute a breach of obligations 
under Union law intended to protect 
fundamental rights.

3. For high-risk AI systems referred to 
in point 5(b) of Annex III which are placed 
on the market or put into service by 
providers that are credit institutions 
regulated by Directive 2013/36/EU and for 
high-risk AI systems which are safety 
components of devices, or are themselves 
devices, covered by Regulation (EU) 
2017/745 and Regulation (EU) 2017/746, 
the notification of serious incidents or 
malfunctioning for the purposes of this 
Regulation shall be limited to those that 
that constitute a breach of obligations 
under Union law intended to protect 
fundamental rights.

Or. en

Amendment 232

Proposal for a regulation
Article 62 – paragraph 3 a (new)

Text proposed by the Commission Amendment

3a. National supervisory authorities 
shall on an annual basis notify the Board 
of the serious incidents and 
malfunctioning reported to them in 
accordance with this Article.

Or. en

Amendment 233

Proposal for a regulation
Article 63 – paragraph 2
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Text proposed by the Commission Amendment

2. The national supervisory authority 
shall report to the Commission on a 
regular basis the outcomes of relevant 
market surveillance activities. The national 
supervisory authority shall report, without 
delay, to the Commission and relevant 
national competition authorities any 
information identified in the course of 
market surveillance activities that may be 
of potential interest for the application of 
Union law on competition rules.

2. The national supervisory authority 
shall report to the Commission annually 
the outcomes of relevant market 
surveillance activities. The national 
supervisory authority shall report, without 
delay, to the Commission and relevant 
national competition authorities any 
information identified in the course of 
market surveillance activities that may be 
of potential interest for the application of 
Union law on competition rules.

Or. en

Amendment 234

Proposal for a regulation
Article 64 – paragraph 1

Text proposed by the Commission Amendment

1. Access to data and documentation 
in the context of their activities, the market 
surveillance authorities shall be granted 
full access to the training, validation and 
testing datasets used by the provider, 
including through application 
programming interfaces (‘API’) or other 
appropriate technical means and tools 
enabling remote access.

1. In the context of their activities, the 
market surveillance authorities, or the 
Commission when acting pursuant to 
Article 68a shall be granted full access to 
the training, validation and testing datasets 
used by the provider or, where relevant, 
the user, including through application 
programming interfaces (‘API’) or other 
appropriate technical means and tools 
enabling remote access.

Or. en

Amendment 235

Proposal for a regulation
Article 64 – paragraph 2

Text proposed by the Commission Amendment

2. Where necessary to assess the 2. Where necessary to assess the 
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conformity of the high-risk AI system with 
the requirements set out in Title III, 
Chapter 2 and upon a reasoned request, the 
market surveillance authorities shall be 
granted access to the source code of the AI 
system.

conformity of the high-risk AI system with 
the requirements set out in Title III, 
Chapter 2 and upon a reasoned request, the 
market surveillance authorities or, where 
applicable, the Commission shall be 
granted access to the source code of the AI 
system.

Or. en

Amendment 236

Proposal for a regulation
Article 64 – paragraph 3

Text proposed by the Commission Amendment

3. National public authorities or 
bodies which supervise or enforce the 
respect of obligations under Union law 
protecting fundamental rights in relation to 
the use of high-risk AI systems referred to 
in Annex III shall have the power to 
request and access any documentation 
created or maintained under this 
Regulation when access to that 
documentation is necessary for the 
fulfilment of the competences under their 
mandate within the limits of their 
jurisdiction. The relevant public authority 
or body shall inform the market 
surveillance authority of the Member State 
concerned of any such request.

3. National public authorities or 
bodies which supervise or enforce the 
respect of obligations under Union law 
protecting fundamental rights in relation to 
the use of high-risk AI systems referred to 
in Annex III shall have the power to 
request and access any documentation 
created or maintained under this 
Regulation when access to that 
documentation is necessary for the 
fulfilment of the competences under their 
mandate within the limits of their 
jurisdiction. The relevant public authority 
or body shall inform the market 
surveillance authority of the Member State 
concerned or, where applicable, the 
Commission of any such request.

Or. en

Amendment 237

Proposal for a regulation
Article 64 – paragraph 5

Text proposed by the Commission Amendment

5. Where the documentation referred 5. Where the documentation referred 
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to in paragraph 3 is insufficient to ascertain 
whether a breach of obligations under 
Union law intended to protect fundamental 
rights has occurred, the public authority or 
body referred to paragraph 3 may make a 
reasoned request to the market surveillance 
authority to organise testing of the high-
risk AI system through technical means. 
The market surveillance authority shall 
organise the testing with the close 
involvement of the requesting public 
authority or body within reasonable time 
following the request.

to in paragraph 3 is insufficient to ascertain 
whether a breach of obligations under 
Union law intended to protect fundamental 
rights has occurred, the public authority or 
body referred to paragraph 3 may make a 
reasoned request to the market surveillance 
authority or, where applicable, to the 
Commission to organise testing of the 
high-risk AI system through technical 
means. The market surveillance authority 
or, where applicable, the Commission 
shall organise the testing with the close 
involvement of the requesting public 
authority or body within reasonable time 
following the request.

Or. en

Amendment 238

Proposal for a regulation
Article 65 – paragraph 1

Text proposed by the Commission Amendment

1. AI systems presenting a risk shall 
be understood as a product presenting a 
risk defined in Article 3, point 19 of 
Regulation (EU) 2019/1020 insofar as risks 
to the health or safety or to the protection 
of fundamental rights of persons are 
concerned.

1. AI systems presenting a risk shall 
be understood as a product presenting a 
risk defined in Article 3, point 19 of 
Regulation (EU) 2019/1020 insofar as risks 
to the health or safety or to the protection 
of fundamental rights of persons or the 
Union values enshrined in Article 2 TEU 
are concerned.

Or. en

Amendment 239

Proposal for a regulation
Article 65 – paragraph 2 – subparagraph 1

Text proposed by the Commission Amendment

Where the market surveillance authority of 
a Member State has sufficient reasons to 

Where the market surveillance authority of 
a Member State has sufficient reasons to 
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consider that an AI system presents a risk 
as referred to in paragraph 1, they shall 
carry out an evaluation of the AI system 
concerned in respect of its compliance with 
all the requirements and obligations laid 
down in this Regulation. When risks to the 
protection of fundamental rights are 
present, the market surveillance authority 
shall also inform the relevant national 
public authorities or bodies referred to in 
Article 64(3). The relevant operators shall 
cooperate as necessary with the market 
surveillance authorities and the other 
national public authorities or bodies 
referred to in Article 64(3).

consider that an AI system presents a risk 
as referred to in paragraph 1, they shall 
carry out an evaluation of the AI system 
concerned in respect of its compliance with 
all the requirements and obligations laid 
down in this Regulation. When risks to the 
protection of fundamental rights are 
present, the market surveillance authority 
shall also immediately inform and fully 
cooperate with the relevant national public 
authorities or bodies referred to in Article 
64(3). The relevant operators shall 
cooperate as necessary with the market 
surveillance authorities and the other 
national public authorities or bodies 
referred to in Article 64(3).

Or. en

Amendment 240

Proposal for a regulation
Article 65 – paragraph 2 – subparagraph 1

Text proposed by the Commission Amendment

Where, in the course of that evaluation, the 
market surveillance authority finds that the 
AI system does not comply with the 
requirements and obligations laid down in 
this Regulation, it shall without delay 
require the relevant operator to take all 
appropriate corrective actions to bring the 
AI system into compliance, to withdraw 
the AI system from the market, or to recall 
it within a reasonable period, 
commensurate with the nature of the risk, 
as it may prescribe.

Where, in the course of that evaluation, the 
market surveillance authority or, where 
relevant, the national public authority 
referred to in Article 64(3) finds that the 
AI system does not comply with the 
requirements and obligations laid down in 
this Regulation, it shall without delay 
require the relevant operator to take all 
appropriate corrective actions to bring the 
AI system into compliance, to withdraw 
the AI system from the market, or to recall 
it within a reasonable period, 
commensurate with the nature of the risk, 
as it may prescribe.

Or. en
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Amendment 241

Proposal for a regulation
Article 65 – paragraph 3

Text proposed by the Commission Amendment

3. Where the market surveillance 
authority considers that non-compliance is 
not restricted to its national territory, it 
shall inform the Commission and the other 
Member States of the results of the 
evaluation and of the actions which it has 
required the operator to take.

3. Where the market surveillance 
authority considers that non-compliance is 
not restricted to its national territory, it 
shall inform the Board, the Commission 
and the other Member States of the results 
of the evaluation and of the actions which 
it has required the operator to take.

Or. en

Amendment 242

Proposal for a regulation
Article 65 – paragraph 5

Text proposed by the Commission Amendment

5. Where the operator of an AI system 
does not take adequate corrective action 
within the period referred to in paragraph 
2, the market surveillance authority shall 
take all appropriate provisional measures to 
prohibit or restrict the AI system's being 
made available on its national market, to 
withdraw the product from that market or 
to recall it. That authority shall inform the 
Commission and the other Member States, 
without delay, of those measures.

5. Where the operator of an AI system 
does not take adequate corrective action 
within the period referred to in paragraph 
2, the market surveillance authority shall 
take all appropriate provisional measures to 
prohibit or restrict the AI system's being 
made available on its national market or 
put into service, to withdraw the AI system 
from that market or to recall it. That 
authority shall inform the Commission, the 
Board and the other Member States, 
without delay, of those measures.

Or. en

Amendment 243

Proposal for a regulation
Article 65 – paragraph 6 – introductory part
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Text proposed by the Commission Amendment

6. The information referred to in 
paragraph 5 shall include all available 
details, in particular the data necessary for 
the identification of the non-compliant AI 
system, the origin of the AI system, the 
nature of the non-compliance alleged and 
the risk involved, the nature and duration 
of the national measures taken and the 
arguments put forward by the relevant 
operator. In particular, the market 
surveillance authorities shall indicate 
whether the non-compliance is due to one 
or more of the following:

6. The information referred to in 
paragraph 5 shall include all available 
details, in particular the data necessary for 
the identification of the non-compliant AI 
system, the origin of the AI system and the 
supply chain, the nature of the non-
compliance alleged and the risk involved, 
the nature and duration of the national 
measures taken and the arguments put 
forward by the relevant operator. In 
particular, the market surveillance 
authorities shall indicate whether the non-
compliance is due to one or more of the 
following:

Or. en

Amendment 244

Proposal for a regulation
Article 65 – paragraph 6 – point a

Text proposed by the Commission Amendment

(a) a failure of the AI system to meet 
requirements set out in Title III, Chapter 
2;

(a) a failure of the AI system to meet 
requirements set out in this Regulation;

Or. en

Amendment 245

Proposal for a regulation
Article 65 – paragraph 7

Text proposed by the Commission Amendment

7. The market surveillance authorities 
of the Member States other than the market 
surveillance authority of the Member State 
initiating the procedure shall without delay 
inform the Commission and the other 

7. The market surveillance authorities 
of the Member States other than the market 
surveillance authority of the Member State 
initiating the procedure shall without delay 
inform the Commission, the Board and the 
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Member States of any measures adopted 
and of any additional information at their 
disposal relating to the non-compliance of 
the AI system concerned, and, in the event 
of disagreement with the notified national 
measure, of their objections.

other Member States of any measures 
adopted and of any additional information 
at their disposal relating to the non-
compliance of the AI system concerned, 
and, in the event of disagreement with the 
notified national measure, of their 
objections.

Or. en

Amendment 246

Proposal for a regulation
Article 65 – paragraph 9

Text proposed by the Commission Amendment

9. The market surveillance authorities 
of all Member States shall ensure that 
appropriate restrictive measures are taken 
in respect of the product concerned, such 
as withdrawal of the product from their 
market, without delay.

9. The market surveillance authorities 
of all Member States shall ensure that 
appropriate restrictive measures are taken 
in respect of the AI system concerned, such 
as withdrawal of the AI system from their 
market, without delay.

Or. en

Amendment 247

Proposal for a regulation
Article 65 – paragraph 9 a (new)

Text proposed by the Commission Amendment

9a. National supervisory authorities 
shall annually report to the Board about 
the possible use of prohibited practices 
and serious cases of misuse of high-risk 
AI systems that occurred during that year 
and about the measures taken to eliminate 
or mitigate the risks in accordance with 
this Article.

Or. en
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Amendment 248

Proposal for a regulation
Article 66 – paragraph 1

Text proposed by the Commission Amendment

1. Where, within three months of 
receipt of the notification referred to in 
Article 65(5), objections are raised by a 
Member State against a measure taken by 
another Member State, or where the 
Commission considers the measure to be 
contrary to Union law, the Commission 
shall without delay enter into consultation 
with the relevant Member State and 
operator or operators and shall evaluate the 
national measure. On the basis of the 
results of that evaluation, the Commission 
shall decide whether the national measure 
is justified or not within 9 months from the 
notification referred to in Article 65(5) and 
notify such decision to the Member State 
concerned.

1. Where, within three months of 
receipt of the notification referred to in 
Article 65(5), objections are raised by a 
Member State against a measure taken by 
another Member State, or where the 
Commission considers the measure to be 
contrary to Union law, the Commission 
shall without delay enter into consultation 
with the relevant Member State and 
operator or operators and shall evaluate the 
national measure. On the basis of the 
results of that evaluation, the Commission 
shall decide whether the national measure 
is justified or not within three months from 
the notification referred to in Article 65(5) 
and notify such decision to the Member 
State concerned.

Or. en

Amendment 249

Proposal for a regulation
Article 66 – paragraph 2

Text proposed by the Commission Amendment

2. If the national measure is 
considered justified, all Member States 
shall take the measures necessary to ensure 
that the non-compliant AI system is 
withdrawn from their market, and shall 
inform the Commission accordingly. If the 
national measure is considered unjustified, 
the Member State concerned shall 
withdraw the measure.

2. If the national measure is 
considered justified, all Member States 
shall take the measures necessary to ensure 
that the non-compliant AI system is 
withdrawn from their market without 
delay, and shall inform the Commission 
and the Board accordingly. If the national 
measure is considered unjustified, the 
Member State concerned shall withdraw 
the measure.

Or. en
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Amendment 250

Proposal for a regulation
Article 67 – paragraph 1

Text proposed by the Commission Amendment

1. Where, having performed an 
evaluation under Article 65, the market 
surveillance authority of a Member State 
finds that although an AI system is in 
compliance with this Regulation, it 
presents a risk to the health or safety of 
persons, to the compliance with obligations 
under Union or national law intended to 
protect fundamental rights or to other 
aspects of public interest protection, it shall 
require the relevant operator to take all 
appropriate measures to ensure that the AI 
system concerned, when placed on the 
market or put into service, no longer 
presents that risk, to withdraw the AI 
system from the market or to recall it 
within a reasonable period, commensurate 
with the nature of the risk, as it may 
prescribe.

1. Where, having performed an 
evaluation under Article 65, in full 
cooperation with the relevant national 
public authority referred to in Article 
64(3), the market surveillance authority of 
a Member State finds that although an AI 
system is in compliance with this 
Regulation, it presents a risk to the health 
or safety of persons, to the compliance 
with obligations under Union or national 
law intended to protect fundamental rights 
or the Union values enshrined in Article 2 
TEU or to other aspects of public interest 
protection, it shall require the relevant 
operator to take all appropriate measures to 
ensure that the AI system concerned, when 
placed on the market or put into service, no 
longer presents that risk, to withdraw the 
AI system from the market or to recall it 
within a reasonable period, commensurate 
with the nature of the risk, as it may 
prescribe.

Or. en

Amendment 251

Proposal for a regulation
Article 67 – paragraph 3

Text proposed by the Commission Amendment

3. The Member State shall 
immediately inform the Commission and 
the other Member States. That information 
shall include all available details, in 
particular the data necessary for the 
identification of the AI system concerned, 

3. The Member State shall 
immediately inform the Commission, the 
Board and the other Member States. That 
information shall include all available 
details, in particular the data necessary for 
the identification of the AI system 
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the origin and the supply chain of the AI 
system, the nature of the risk involved and 
the nature and duration of the national 
measures taken.

concerned, the origin and the supply chain 
of the AI system, the nature of the risk 
involved and the nature and duration of the 
national measures taken.

Or. en

Amendment 252

Proposal for a regulation
Article 67 – paragraph 5

Text proposed by the Commission Amendment

5. The Commission shall address its 
decision to the Member States.

5. The Commission shall address its 
decision to the Member States. It shall 
immediately communicate the decision to 
the Member States and to the relevant 
operators.

Or. en

Amendment 253

Proposal for a regulation
Article 68 – paragraph 1 – point a

Text proposed by the Commission Amendment

(a) the conformity marking has been 
affixed in violation of Article 49;

(a) the CE marking has been affixed in 
violation of Article 49;

Or. en

Amendment 254

Proposal for a regulation
Article 68 – paragraph 1 – point b

Text proposed by the Commission Amendment

(b) the conformity marking has not 
been affixed;

(b) the CE marking has not been 
affixed;
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Or. en

Amendment 255

Proposal for a regulation
Article 68 – paragraph 1 – point e a (new)

Text proposed by the Commission Amendment

(ea) the technical documentation is not 
available;

Or. en

Amendment 256

Proposal for a regulation
Article 68 – paragraph 1 – point e b (new)

Text proposed by the Commission Amendment

(eb) the registration in the EU database 
has not been carried out.

Or. en

Amendment 257

Proposal for a regulation
Article 68 – paragraph 2

Text proposed by the Commission Amendment

2. Where the non-compliance referred 
to in paragraph 1 persists, the Member 
State concerned shall take all appropriate 
measures to restrict or prohibit the high-
risk AI system being made available on the 
market or ensure that it is recalled or 
withdrawn from the market.

2. Where the non-compliance referred 
to in paragraph 1 persists, the Member 
State concerned shall take all appropriate 
measures to restrict or prohibit the high-
risk AI system being made available on the 
market or ensure that it is recalled or 
withdrawn from the market without delay. 
The Member State concerned shall 
immediately inform the Board of the non-
compliance and the measures taken.
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Or. en

Amendment 258

Proposal for a regulation
Title VIII – Chapter 3 a (new)

Text proposed by the Commission Amendment

Chapter 3a
Specific rules regarding enforcement at 

Union level

Or. en

Justification

A new chapter setting out the conditions for Commission intervention in enforcing the 
Regulation is added. This should come before, covering Article 68a to 68i

Amendment 259

Proposal for a regulation
Article 68 a (new)

Text proposed by the Commission Amendment

Article 68a
Commission's intervention and opening 

of proceedings
1. The Commission, acting upon the 
Board’s recommendation or on its own 
initiative, may initiate proceedings in view 
of the possible adoption of decisions 
pursuant to Articles 67e and 71 in any of 
the following cases:
(a) the Commission or the Board have 
sufficient reasons to believe that an AI 
system infringes this Regulation in such a 
way to amount to a widespread 
infringement or a widespread 
infringement with a Union dimension;
(b) the Commission or the Board have 
sufficient reasons to believe that an AI 
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system concerned presents a risk which 
affects or is likely to affect at least 45 
million citizens within the Union;
(c) an AI system is suspected of 
having infringed any of the provisions of 
this Regulation in two or more Member 
States and the relevant national 
supervisory authorities of the Member 
States concerned have not taken any 
action.
2. Where the Commission decides to 
initiate proceedings pursuant to 
paragraph 1, it shall notify the Board and 
the operators concerned. Pursuant to that 
notification, the national supervisory 
authority of the Member State concerned 
shall no longer be entitled to take any 
investigatory or enforcement measures 
against the operator concerned, without 
prejudice to any other measures that it 
takes at the request of the Commission.
3. The national supervisory 
authority, shall, without delay upon being 
informed, transmit to the Commission:
(a) any information that that national 
supervisory authority exchanged relating 
to the infringement or the suspected 
infringement, as applicable, with the 
Board and with the operator concerned;
(b) where applicable, the case file of 
that national supervisory authority 
relating to the infringement or the 
suspected infringement, as applicable;
(c) any other information in the 
possession of that national supervisory 
authority that may be relevant to the 
proceedings initiated by the Commission.
4. For the purpose of carrying out its 
tasks under this Article, the Commission 
may invite independent external experts 
and auditors to assist it in its tasks and to 
provide it with specific expertise or 
knowledge.

Or. en
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Amendment 260

Proposal for a regulation
Article 68 b (new)

Text proposed by the Commission Amendment

Article 68b
Commission's investigation and 

enforcement power
1. In order to fulfil its tasks under 
Article 68a, the Commission shall have 
the following investigation and 
enforcement powers:
(a) to require providers or users of an 
AI system to provide relevant documents, 
technical specifications, data and 
information with regard to the compliance 
and technical aspects of the AI system, in 
any form or format and irrespective of the 
medium of storage or the place where 
such documents, technical specifications, 
data or information are stored, and to 
take or obtain copies thereof;
(b) to access data and documentation 
related to an AI system and its 
functioning, in accordance with Article 
64;
(c) to require providers or users of an 
AI system to provide relevant information, 
in accordance with Article 68d;
(d) to carry out unannounced on-site 
and remote inspections as well as physical 
checks in accordance with Article 68f;
(e) to conduct interviews in 
accordance with Article 68e;
(f) to start investigations on its own 
initiative in order to identify non-
compliances and bring them to an end;
(g) to order providers and users of an 
AI system to take appropriate action to 
bring an instance of non-compliance to 
an end or to eliminate the risk in 
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accordance with Article 68h and to adopt 
interim measures in that regard, in 
accordance with Article 68i;
(h) to take appropriate measures in 
accordance with Article 68h;
(i) to impose penalties in accordance 
with Article 71.
2. In order to fulfil its tasks under 
paragraph 1, the Commission may use 
any information, document, finding, 
statement or intelligence as evidence for 
the purpose of their investigations, 
irrespective of the format in which and 
medium on which they are stored.
3. In fulfilling its task, the 
Commission shall take into account the 
procedural rights of the concerned 
operator in accordance with Article 18 of 
Regulation (EU) 2019/1020.

Or. en

Amendment 261

Proposal for a regulation
Article 68 c (new)

Text proposed by the Commission Amendment

Article 68c
Cooperation and information exchange 

between the Commission and the national 
competent authorities

1. The Commission and the national 
supervisory authority shall work in close 
cooperation.
2. The Commission shall act in close 
and constant cooperation with the 
national competent authorities and the 
national supervisory authority of the 
Member States from which it obtains 
comments and information
3. The Commission and the national 
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supervisory authority of the Member 
States shall have the power to provide one 
another with and use in evidence any 
matter of fact or of law, including 
confidential information. In doing so, 
they shall respect the confidentiality of 
information in accordance with Article 
70.

Or. en

Amendment 262

Proposal for a regulation
Article 68 d (new)

Text proposed by the Commission Amendment

Article 68d
Commission’s power to request 

information
1. In order to carry out the duties 
assigned to it under this Chapter, the 
Commission may require an operator 
concerned that is aware or can be 
assumed to be aware of information 
relating to the suspected infringement or 
the infringement, as applicable, including 
organisations performing the conformity 
assessment referred to in Article 43, to 
provide such information within a 
reasonable time period of no more than 
15 days.
2. When sending a simple request for 
information to the operator concerned, 
the Commission shall state the legal basis 
and the purpose of the request, specify 
what information is required and set the 
time period within which the information 
isto be provided, and the penalties 
provided for in Article 71 for not 
supplying information or supplying 
incorrect or misleading information.
3. Where the Commission adopts a 
decision requiring the operator concerned 
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to supply information, it shall state the 
legal basis and the purpose of the request, 
specify what information is required and 
set the time limit within which such 
information is to be provided. It shall also 
indicate the penalties provided for in 
Article 71. It shall further indicate the 
right to have the decision reviewed by the 
Court of Justice of the European Union.
4. The operator concerned and the 
persons authorised to represent them by 
law shall supply the information 
requested.
5. The Commission shall, without 
delay, forward a copy of the simple 
request or of the decision to the national 
supervisory authority of the Member State 
in which the operator concerned has its 
main establishment or legal 
representative.

Or. en

Amendment 263

Proposal for a regulation
Article 68 e (new)

Text proposed by the Commission Amendment

Article 68e
Commission's power to take interviews 

and statements
In order to carry out the tasks assigned to 
it under Article 68a, the Commission may, 
subject to their consent, interview any 
natural or legal person for the purpose of 
collecting information, relating to the 
subject-matter of an investigation, in 
relation to the suspected infringement or 
infringement, as applicable.

Or. en
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Amendment 264

Proposal for a regulation
Article 68 f (new)

Text proposed by the Commission Amendment

Article 68f
Commission’s power of inspection

1. In order to carry out the duties 
assigned to it by this Regulation, the 
Commission may conduct all necessary 
inspections. In particular, the 
Commission may acquire samples related 
to AI systems, including through remote 
inspections, reverse engineer the AI 
systems, access and test the datasets and 
algorithms used for and by the AI system 
and request access the source code if 
needed.
2. The officials and other 
accompanying persons authorised by the 
Commission to conduct an inspection 
shall be empowered to:
(a) enter any premises that the 
provider or user uses for purposes related 
to an AI system;
(b) examine any document or record 
related to an AI system irrespective of the 
medium on which such a document or 
record is stored;
(c) take or obtain in any form copies 
of or extracts from such a document or 
record;
(d) ask any representative of the 
provider or user for explanations on facts 
or document relating to the subject matter 
and purpose of the inspection and to 
record the answers.
3. The officials and other 
accompanying persons authorised by the 
Commission to conduct an inspection 
shall exercise their powers upon 
production of a written authorisation 
specifying the subject matter and purpose 
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of the inspection and the penalties 
provided for in Article 71 where the 
production of the required documents is 
incomplete or where the answers to 
questions asked are incorrect or 
misleading.
4. Providers and users of AI systems 
shall submit to any inspection ordered by 
a Commission decision.
5. The Commission shall inform the 
national supervisory authority or 
authorities of the Member State or 
Member States concerned.

Or. en

Amendment 265

Proposal for a regulation
Article 68 g (new)

Text proposed by the Commission Amendment

Article 68g
Non-compliance

1. The Commission shall adopt anon-
compliance decision where it finds that 
the operator concerned does not comply 
with one or more of the relevant 
provisions of this Regulation.
2. Before adopting a decision 
pursuant to paragraph 1, the Commission 
shall communicate its preliminary 
findings to the operator concerned. In the 
preliminary findings, the Commission 
shall explain the measures that it 
considers taking, or that it considers that 
the operator concerned should take, in 
order to effectively address the 
preliminary findings.
3. In a decision adopted pursuant to 
paragraph 1 the Commission shall order 
the operator concerned to take the 
necessary measures to ensure compliance 
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with that decision within a reasonable 
time period and to provide information on 
the measures that the operator intends to 
take to comply with the decision.
4. Upon the implementation of a 
decision pursuant to paragraph 1, the 
operator concerned shall provide the 
Commission with a description of the 
measures that it has taken to ensure 
compliance with that decision.
5. Where the operator fails to take 
the measures referred to in paragraph 3 
or where the non-compliance or the risk 
persists, the Commission shall take 
appropriate measures, including 
prohibiting or restricting the placing on 
the market, the putting into service or the 
use of the AI system concerned.
6. Where the Commission finds that 
the conditions of paragraph 1 are not met, 
it shall adopt a decision closing the 
investigation.

Or. en

Amendment 266

Proposal for a regulation
Article 68 h (new)

Text proposed by the Commission Amendment

Article 68h
Interim measures

1. In the context of proceedings 
which may lead to the adoption of a 
decision of non-compliance pursuant to 
Article 68h,where there is an urgency due 
to the risk of serious harm to individuals, 
the Commission may adopt a decision 
ordering interim measures to be imposed 
on the operator concerned on the basis of 
the prima facie finding of an 
infringement.
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2. A Commission decision under 
paragraph 1 shall apply for a specified 
period of time and may be renewed where 
this is necessary and appropriate.

Or. en

Amendment 267

Proposal for a regulation
Article 68 i (new)

Text proposed by the Commission Amendment

Article 68i
Publication of decisions

1. The Commission shall publish the 
decisions it adopts pursuant to Articles 
68h and 68i, stating the names of the 
addressees and the main content of the 
decisions, including any penalties 
imposed pursuant to Article 71.
2. The publication shall have regard 
to the rights and legitimate interests of the 
operator concerned.

Or. en

Amendment 268

Proposal for a regulation
Title VIII – Chapter 3 b (new)

Text proposed by the Commission Amendment

Chapter 3b
Remedies

Or. en

Justification

It is appropriate to create a new chapter on remedies. This should come before Art 68 J and 
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68 K

Amendment 269

Proposal for a regulation
Article 68 j (new)

Text proposed by the Commission Amendment

Article 68j
Right to lodge a complaint

1. Natural persons or groups of 
natural persons affected by an AI system 
falling within the scope of this Regulation 
shall have the right to lodge a complaint 
against the providers or users of such AI 
system with the national supervisory 
authority of the Member State where they 
have their habitual place of residence or 
place of work or where the alleged 
infringement took place, if they consider 
that their health, safety, or fundamental 
rights have been breached.
2. Natural persons or groups of 
natural persons shall have a right to be 
heard in the complaint handling 
procedure and in the context of any 
investigations conducted by the national 
supervisory authority as a result of their 
complaint.
3. The national supervisory authority 
with which the complaint has been lodged 
shall inform the complainants about the 
progress and outcome of their complaint. 
In particular, the national supervisory 
authority shall take all the necessary 
actions to follow up on the complaints it 
receives and, within three months of the 
reception of a complaint, give the 
complainant a preliminary response 
indicating the measures it intends to take 
and the next steps in the procedure, if 
any.
4. The national supervisory authority 
shall take a decision on the complaint, 
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including the possibility of a judicial 
remedy pursuant to Article 68k, without 
delay and no later than six months after 
the date on which the complaint was 
lodged.

Or. en

Amendment 270

Proposal for a regulation
Article 68 k (new)

Text proposed by the Commission Amendment

Article 68k
Right to an effective judicial remedy 

against a national supervisory authority
1. Without prejudice to any other 
administrative or non-judicial remedy, 
natural persons and legal persons or 
groups of natural or legal persons shall 
have the right to an effective judicial 
remedy against a legally binding decision 
of a national supervisory authority 
concerning them.
2. Without prejudice to any other 
administrative or non-judicial remedy, 
natural persons and legal persons and 
groups of natural or legal persons shall 
have the right to an effective judicial 
remedy where the national supervisory 
authority does not handle a complaint, 
does not inform the complainant on the 
progress or preliminary outcome of the 
complaint lodged within three months 
pursuant to Article 68a(3) or does not 
comply with its obligation to reach a final 
decision on the complaint within six 
months pursuant to Article 68a(4) or its 
obligations under Article 65.
3. Proceedings against a national 
supervisory authority shall be brought 
before the courts of the Member State 
where that authority is established.
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Or. en

Amendment 271

Proposal for a regulation
Article 70 – paragraph 1 – point b

Text proposed by the Commission Amendment

(b) the effective implementation of this 
Regulation, in particular for the purpose of 
inspections, investigations or audits;(c) 
public and national security interests;

(b) the effective implementation of this 
Regulation, in particular for the purpose of 
inspections, investigations or audits;

Or. en

Amendment 272

Proposal for a regulation
Article 70 – paragraph 1 – point b a (new)

Text proposed by the Commission Amendment

(ba) public and national security 
interests;

Or. en

Amendment 273

Proposal for a regulation
Article 70 – paragraph 1 a (new)

Text proposed by the Commission Amendment

1a. The Commission, the Board, 
national competent authorities and 
notified bodies involved in the application 
of this Regulation shall put in place 
adequate cybersecurity and organisational 
measures to protect the security and 
confidentiality of the information and 
data obtained in carrying out their tasks 
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and activities.

Or. en

Amendment 274

Proposal for a regulation
Article 70 – paragraph 2 – subparagraph 1

Text proposed by the Commission Amendment

Without prejudice to paragraph 1, 
information exchanged on a confidential 
basis between the national competent 
authorities and between national competent 
authorities and the Commission shall not 
be disclosed without the prior consultation 
of the originating national competent 
authority and the user when high-risk AI 
systems referred to in points 1, 6 and 7 of 
Annex III are used by law enforcement, 
immigration or asylum authorities, when 
such disclosure would jeopardise public 
and national security interests.

Without prejudice to paragraphs 1 and 1a, 
information exchanged on a confidential 
basis between the national competent 
authorities and between national competent 
authorities and the Commission shall not 
be disclosed without the prior consultation 
of the originating national competent 
authority and the user when high-risk AI 
systems referred to in points 1, 6 and 7 of 
Annex III are used by law enforcement, 
immigration or asylum authorities, when 
such disclosure would jeopardise public 
and national security interests.

Or. en

Amendment 275

Proposal for a regulation
Article 70 – paragraph 3

Text proposed by the Commission Amendment

3. Paragraphs 1 and 2 shall not affect 
the rights and obligations of the 
Commission, Member States and notified 
bodies with regard to the exchange of 
information and the dissemination of 
warnings, nor the obligations of the parties 
concerned to provide information under 
criminal law of the Member States.

3. Paragraphs 1, 1a and 2 shall not 
affect the rights and obligations of the 
Commission, Member States and notified 
bodies with regard to the exchange of 
information and the dissemination of 
warnings, nor the obligations of the parties 
concerned to provide information under 
criminal law of the Member States.

Or. en
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Amendment 276

Proposal for a regulation
Article 70 – paragraph 4

Text proposed by the Commission Amendment

4. The Commission and Member 
States may exchange, where necessary, 
confidential information with regulatory 
authorities of third countries with which 
they have concluded bilateral or 
multilateral confidentiality arrangements 
guaranteeing an adequate level of 
confidentiality.

4. The Commission and Member 
States may exchange, where strictly 
necessary, confidential information with 
regulatory authorities of third countries 
with which they have concluded bilateral 
or multilateral confidentiality arrangements 
guaranteeing an adequate level of 
confidentiality.

Or. en

Amendment 277

Proposal for a regulation
Article 71 – title

Text proposed by the Commission Amendment

Penalties Penalties and fines

Or. en

Amendment 278

Proposal for a regulation
Article 71 – paragraph 2

Text proposed by the Commission Amendment

2. The Member States shall notify the 
Commission of those rules and of those 
measures and shall notify it, without delay, 
of any subsequent amendment affecting 
them.

2. The Member States shall notify the 
Commission and the Board of those rules 
and of those measures and shall notify it, 
without delay, of any subsequent 
amendment affecting them.

Or. en
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Amendment 279

Proposal for a regulation
Article 71 – paragraph 8 a (new)

Text proposed by the Commission Amendment

8a. In accordance with Chapter 4 of 
Title VIII, the Commission may adopt a 
decision imposing fines pursuant to 
paragraphs 3 to 6 on providers and users 
of high-risk AI systems.

Or. en

Amendment 280

Proposal for a regulation
Article 71 – paragraph 8 b (new)

Text proposed by the Commission Amendment

8b. In addition to paragraph 8a, the 
Commission may adopt a decision 
imposing on the operator concerned fines 
not exceeding 2 % of the total turnover in 
the preceding financial year, where the 
operator intentionally or negligently:
(a) fails to provide information to the 
Commission by the deadline set in a 
Commission decision;
(b) fails to rectify by the deadline set 
in a Commission decision, incorrect, 
incomplete or misleading information 
given by a member of staff, or fails or 
refuses to provide complete information;
(c) refuses to submit to a remote or 
on-site inspection pursuant to Article 68f.

Or. en
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Amendment 281

Proposal for a regulation
Article 71 – paragraph 8 c (new)

Text proposed by the Commission Amendment

8c. The Commission and national 
supervisory authorities shall, on an 
annual basis, report to the Board about 
the fines they have issued during that 
year, in accordance with this Article.

Or. en

Amendment 282

Proposal for a regulation
Article 72 – paragraph 6

Text proposed by the Commission Amendment

6. Funds collected by imposition of 
fines in this Article shall be the income of 
the general budget of the Union.

6. Funds collected by imposition of 
fines in this Article shall contribute to the 
general budget of the Union.

Or. en

Amendment 283

Proposal for a regulation
Article 72 – paragraph 6 a (new)

Text proposed by the Commission Amendment

6a. The European Data Protection 
Supervisor shall, on an annual basis, 
notify the Board of the fines it has 
imposed pursuant to this Article.

Or. en
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Amendment 284

Proposal for a regulation
Article 84 – paragraph 1

Text proposed by the Commission Amendment

1. The Commission shall assess the 
need for amendment of the list in Annex III 
once a year following the entry into force 
of this Regulation.

1. The Commission shall assess the 
need for amendment of the list in Annex III 
once a year following the entry into force 
of this Regulation and on a regular basis 
following a recommendation of the 
Board.

Or. en

Amendment 285

Proposal for a regulation
Article 84 – paragraph 2

Text proposed by the Commission Amendment

2. By [three years after the date of 
application of this Regulation referred to in 
Article 85(2)] and every four years 
thereafter, the Commission shall submit a 
report on the evaluation and review of this 
Regulation to the European Parliament and 
to the Council. The reports shall be made 
public.

2. By [two years after the date of 
application of this Regulation referred to in 
Article 85(2)] and every two years 
thereafter, the Commission shall submit a 
report on the evaluation and review of this 
Regulation to the European Parliament and 
to the Council. The reports shall be made 
public.

Or. en

Amendment 286

Proposal for a regulation
Article 84 – paragraph 6

Text proposed by the Commission Amendment

6. In carrying out the evaluations and 
reviews referred to in paragraphs 1 to 4 the 
Commission shall take into account the 
positions and findings of the Board, of the 

6. In carrying out the evaluations and 
reviews referred to in paragraphs 1 to 4 the 
Commission shall take into account the 
positions and findings of the Board, of the 
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European Parliament, of the Council, and 
of other relevant bodies or sources.

European Parliament, of the Council, of 
equality bodies and of other relevant 
bodies or sources and shall consult 
relevant external stakeholders, in 
particular those potentially affected by the 
AI systems, organisations representing 
their interests, academia, the social 
partners and civil society.

Or. en

Amendment 287

Proposal for a regulation
Annex III – paragraph 1 – point 2 – point a

Text proposed by the Commission Amendment

(a) AI systems intended to be used as 
safety components in the management and 
operation of road traffic and the supply of 
water, gas, heating and electricity.

(a) AI systems intended to be used as 
safety or security components in the 
management and operation of road traffic 
and the supply of water, gas, heating, 
electricity and internet.

Or. en

Amendment 288

Proposal for a regulation
Annex III – paragraph 1 – point 3 – point b

Text proposed by the Commission Amendment

(b) AI systems intended to be used for 
the purpose of assessing students in 
educational and vocational training 
institutions and for assessing participants in 
tests commonly required for admission to 
educational institutions.

(b) AI systems intended to be used for 
the purpose of assessing students in 
educational and vocational training 
institutions and for assessing participants in 
tests commonly required for admission to 
educational institutions, for determining 
learning objectives, and for allocating 
personalised learning tasks to students.

Or. en
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Amendment 289

Proposal for a regulation
Annex III – paragraph 1 – point 3 – point b a (new)

Text proposed by the Commission Amendment

(ba) AI systems intended to be used by 
children in ways that have a significant 
impact on their personal development, 
including through personalised education 
or their cognitive or emotional 
development.

Or. en

Amendment 290

Proposal for a regulation
Annex III – paragraph 1 – point 5 – point b

Text proposed by the Commission Amendment

(b) AI systems intended to be used to 
evaluate the creditworthiness of natural 
persons or establish their credit score, with 
the exception of AI systems put into 
service by small scale providers for their 
own use;

(b) AI systems intended to be used to 
evaluate the creditworthiness of natural 
persons or establish their credit score;

Or. en

Amendment 291

Proposal for a regulation
Annex III – paragraph 1 – point 5 – point b a (new)

Text proposed by the Commission Amendment

(ba) AI systems intended to be used for 
making decisions or assisting in making 
decisions on the eligibility of natural 
persons for health and life insurance;

Or. en
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Amendment 292

Proposal for a regulation
Annex III – paragraph 1 – point 5 – point c

Text proposed by the Commission Amendment

(c) AI systems intended to be used to 
dispatch, or to establish priority in the 
dispatching of emergency first response 
services, including by firefighters and 
medical aid.

(c) AI systems intended to be used to 
evaluate and classify emergency calls by 
natural persons or to dispatch, or to 
establish priority in the dispatching of 
emergency first response services, 
including by police and law enforcement, 
firefighters and medical aid, as well as of 
emergency healthcare patient triage 
systems;

Or. en

Amendment 293

Proposal for a regulation
Annex III – paragraph 1 – point 6 – point a

Text proposed by the Commission Amendment

(a) AI systems intended to be used by 
law enforcement authorities for making 
individual risk assessments of natural 
persons in order to assess the risk of a 
natural person for offending or 
reoffending or the risk for potential 
victims of criminal offences;

deleted

Or. en

Justification

predictive policing was inserted in article 5.

Amendment 294

Proposal for a regulation
Annex III – paragraph 1 – point 6 – point e
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Text proposed by the Commission Amendment

(e) AI systems intended to be used by 
law enforcement authorities for predicting 
the occurrence or reoccurrence of an 
actual or potential criminal offence based 
on profiling of natural persons as referred 
to in Article 3(4) of Directive (EU) 
2016/680 or assessing personality traits 
and characteristics or past criminal 
behaviour of natural persons or groups;

deleted

Or. en

Justification

predictive policing was inserted in article 5.

Amendment 295

Proposal for a regulation
Annex III – paragraph 1 – point 8 – point a a (new)

Text proposed by the Commission Amendment

(aa) AI systems intended to be used by 
political parties, political candidates, 
public authorities, or on their behalf for 
influencing natural persons in the 
exercise of their vote in local, national, or 
European Parliament elections;

Or. en

Amendment 296

Proposal for a regulation
Annex III – paragraph 1 – point 8 – point a b (new)

Text proposed by the Commission Amendment

(ab) AI systems intended to process or 
count voting ballots for local, national or 
European Parliament elections;
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Or. en

Amendment 297

Proposal for a regulation
Annex III – paragraph 1 – point 8 a (new)

Text proposed by the Commission Amendment

8a. Other applications:
(a) AI systems intended to be used to 
generate, on the basis of limited human 
input, complex text content that would 
falsely appear to a person to be human-
generated and authentic, such as news 
articles, opinion articles, novels, scripts, 
and scientific articles;
(b) AI systems intended to be used to 
generate or manipulate audio or video 
content that appreciably resembles 
existing natural persons, in a manner that 
significantly distorts or fabricates the 
original situation, meaning, content, or 
context and would falsely appear to a 
person to be authentic.

Or. en

Amendment 298

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g

Text proposed by the Commission Amendment

(g) instructions of use for the user and, 
where applicable installation instructions;

(g) instructions of use for the user in 
accordance with Article 13(2) and (3) and, 
where applicable installation instructions;

Or. en
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Amendment 299

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g a (new)

Text proposed by the Commission Amendment

(ga) a description of how the AI system 
works and examples of representative use 
cases for which the AI system is intended;

Or. en

Amendment 300

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g b (new)

Text proposed by the Commission Amendment

(gb) where applicable, a detailed and 
easily intelligible description of the 
expected input variables and the expected 
input data quality so that the high-risk AI 
system functions properly;

Or. en

Amendment 301

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g c (new)

Text proposed by the Commission Amendment

(gc) a detailed and easily intelligible 
description of the system’s main 
optimisation goal or goals;

Or. en
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Amendment 302

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g d (new)

Text proposed by the Commission Amendment

(gd) a detailed and easily intelligible 
description of the high-risk AI system’s 
expected output and expected output 
quality;

Or. en

Amendment 303

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g e (new)

Text proposed by the Commission Amendment

(ge) detailed and easily intelligible 
instructions for interpreting the high-risk 
AI system’s output;

Or. en

Amendment 304

Proposal for a regulation
Annex IV – paragraph 1 – point 1 – point g f (new)

Text proposed by the Commission Amendment

(gf) examples of scenarios for which 
the system should not be used.

Or. en

Amendment 305

Proposal for a regulation
Annex IV – paragraph 1 – point 6
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Text proposed by the Commission Amendment

6. A list of the harmonised standards 
applied in full or in part the references of 
which have been published in the Official 
Journal of the European Union; where no 
such harmonised standards have been 
applied, a detailed description of the 
solutions adopted to meet the requirements 
set out in Title III, Chapter 2, including a 
list of other relevant standards and 
technical specifications applied;

6. A list of the harmonised standards 
applied in full or in part the references of 
which have been published in the Official 
Journal of the European Union; where no 
such harmonised standards have been 
applied, a detailed description of the 
solutions adopted to meet the requirements 
set out in Title III, Chapter 2, including a 
list of common specifications or other 
relevant standards and technical 
specifications applied;

Or. en

Amendment 306

Proposal for a regulation
Annex V – paragraph 1 – point 4 a (new)

Text proposed by the Commission Amendment

4a. Where an AI system involves the 
processing of personal data, a statement 
that that AI system complies with 
Regulations (EU) 2016/679 and (EU) 
2018/1725 and Directive (EU) 2016/680.

Or. en

Amendment 307

Proposal for a regulation
Annex V – paragraph 1 – point 7

Text proposed by the Commission Amendment

7. Place and date of issue of the 
declaration, name and function of the 
person who signed it as well as an 
indication for, and on behalf of whom, that 
person signed, signature.

7. Place and date of issue of the 
declaration, signature, name and function 
of the person who signed it as well as an 
indication for, and on behalf of whom, that 
person signed.
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Or. en

Amendment 308

Proposal for a regulation
Annex VIII – paragraph 1 – point 5

Text proposed by the Commission Amendment

5. Description of the intended purpose 
of the AI system;

5. Description of the intended purpose 
or reasonably foreseeable uses of the AI 
system;

Or. en

Amendment 309

Proposal for a regulation
Annex VIII – paragraph 1 a (new)

Text proposed by the Commission Amendment

The following information shall be 
provided and updated with regard to high-
risk AI systems to be registered in 
accordance with Article 51(2) by users 
who are or act on behalf of public 
authorities or Union institutions, bodies, 
offices or agencies:
1. the name, address and contact 
details of the user;
2. the name, address and contact 
details of any person submitting 
information on behalf of the user;
3. the high-risk AI system trade name 
and any additional unambiguous 
reference allowing identification and 
traceability of the AI system used;
4. a description of the intended use of 
the AI system, including the specific 
outcomes sought through the use of the 
system;
5. a summary of the findings of the 
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fundamental rights impact assessment 
conducted in accordance with the 
obligation of public authorities or Union 
institutions, agencies, offices or bodies set 
out in this Regulation;
6. a declaration of conformity with 
the applicable data protection rules.

Or. en

Justification

This new subparagraph matches the changes in article 51.2.
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EXPLANATORY STATEMENT

The co-Rapporteurs share the view that artificial intelligence developed and used in Europe 
should be human-centric and trustworthy and should respect fundamental rights and Union 
values enshrined in the Treaties. At the same time, regulation should not hinder but, rather, it 
should support innovation and the business environment. Both of these objectives are best 
achieved by increasing legal certainty and clarity throughout the Regulation proposal, in order 
to support the private sector and public authorities to comply with the new obligations. The 
draft Report contains the points on which the co-Rapporteurs could easily agree, and it 
touches upon all the main elements of the draft Regulation. 

In terms of scope, the co-rapporteurs agree with the risk-based approach proposed by the 
Commission. That is, the obligations set out in this Regulation only apply to forbidden 
practices, to high-risk AI systems, and to certain AI systems that require transparency. As 
such, no AI system should be excluded ex-ante, either from the definition of “artificial 
intelligence” or by carving out exceptions for particular types of AI systems, including 
general purpose AI. Where, for objective reasons, providers are unable to fulfil the obligations 
under this Regulation, they should be able to enter into agreements with the users to share the 
responsibilities. A key element of the draft Report is also the alignment of the text with the 
GDPR, as the two regulations should work complementary to one another for the 
development and uptake of AI in Europe. 

In terms of forbidden practices, the co-rapporteurs have agreed to add practices that amount to 
“predictive policing” to the list, as they share the view that liberal societies cannot use 
technology in breach of the key principle of presumption of innocence.  

As regards high-risk AI systems, which are the main focus of the Regulation, the co-
Rapporteurs propose adding a number of use cases to the list of high-risk AI systems. As 
children are a particularly vulnerable category, AI systems used to influence or shape their 
development should be considered high risk. AI systems used by candidates or parties to 
influence votes in local, national, or European elections, and AI systems used to count such 
votes, have the potential, by influencing a large number of citizens of the Union, to impact the 
very functioning of our democracy. They should therefore be considered high risk. AI 
systems used for the triage of patients in the healthcare sector, and AI systems used to 
determine eligibility for health and life insurance are also considered high-risk. Because of 
their potential for deception, two types of AI systems should be subject to both transparency 
requirements and the conformity requirements of high-risk AI systems: deepfakes 
impersonating real persons and editorial content written by AI (“AI authors”). The co-
rapporteurs stress that high-risk AI systems are not prohibited, nor are they to be seen as 
undesirable. To the contrary, complying with the conformity requirements set out in this 
Regulation makes such systems more trustworthy and more likely to be successful on the 
European market.  

The draft Report considers more closely the chain of responsibility and tries to clarify and re-
balance some provisions. Namely, on data governance, the consistency with GDPR has been 
strengthened and the possible additional legal basis for processing personal data has been 
removed. In addition, it has been clarified that “error-free” datasets should be an overall 
objective to reach to the best extent possible, rather than a precise requirement. The cases of 
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datasets being in the possession of users, while the provider only build the overall architecture 
of the system, have also been clarified. Most of these clarifications take into account concerns 
expressed by industry, as the AI value chain is not always linear and responsibilities need to 
be clearly delineated between different actors in the value chain.  

Users of high-risk AI systems also play a role in protecting the health, safety, and 
fundamental rights of EU citizens and EU values, from ensuring that they appoint competent 
persons responsible for the human oversight of high-risk AI systems to playing a more active 
role in reporting cases of incidents or malfunctioning of an AI system, as they are sometimes 
best placed to spot such incidents or malfunctions. Users who are public authorities are 
subject to increased transparency expectations in democratic societies. As such, public 
authorities, Union institutions, agencies, or bodies should register the use of high-risk AI 
systems in the EU-wide database. This allows for increased democratic oversight, public 
scrutiny, and accountability, alongside more transparency towards the public on the use of AI 
systems in sensitive areas impacting upon people’s lives. Additionally, users of high-risk AI 
systems referred to in Annex III that make decisions or that assist in making decisions related 
to natural persons should inform the natural persons that they are subject to the use of the 
high-risk AI system.

Several provisions of the draft Report focus on governance and enforcement, as the co-
Rapporteurs are convinced these are key elements to allow the AI Act to be implemented 
effectively and consistently throughout the Union and therefore help create a true Single 
Market for AI. 

To this end, the tasks of the AI Board have been increased. The AI Board should play a more 
significant role in the uniform application of the Regulation and in providing advice and 
recommendations to the Commission, for example on the need to amend Annex III, and to 
national supervisory authorities. The Board should act as a forum for exchange among 
national supervisory authorities and, at the same time, it should constitute a place for 
arbitration of disputes involving two or more Member States’ authorities, in order to avoid the 
fragmentation of the Single Market through differentiated enforcement. Furthermore, given its 
increased role and responsibilities, the Board should organize, at least twice a year, 
consultations with industry, start-ups and SMEs, civil society, and academia, in order to carry 
out its tasks in collaboration with all relevant stakeholders.  
At the national level, the co-Rapporteurs have stressed the need for close cooperation between 
the market surveillance authorities and the data protection authorities, as the enforcement of 
the Regulation on AI will require both sets of competences, which, moreover, should be 
regularly updated. In cases of infringements on fundamental rights, the relevant fundamental 
rights bodies should also be closely involved.

In order to  tackle possible issues impacting individuals in several Member States, the co-
Rapporteurs propose a new enforcement mechanism by the Commission, to be triggered in 
cases amounting to widespread infringements (three or more Member States), including in the 
case of inaction on an infringement impacting at least three Member States. This mechanism, 
based on the model of the Digital Services Act but adapted to the different nature of the AI 
legislation, aims to address some of the enforcement problems that have been observed in 
other governance setups, to contribute to the uniform implementation of this regulation, and 
to strengthen the digital single market. According to the mechanism, in such cases of 
widespread infringements, the Commission should have the powers of a market surveillance 
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authority, on the model of the Market Surveillance and compliance Regulation. 

The co-Rapporteurs believe it is important to strengthen the involvement of stakeholders and 
civil society organizations in several key provisions of the Regulation, such as the updates to 
the list of high-risk AI systems, the standardization process, as well as the activities of the 
Board and the sandboxes. Furthermore, in order to ensure that individuals are properly 
empowered when the use of an AI system infringes on their rights, but also in order to 
contribute to building trust in AI systems and their widespread use, the co-rapporteurs have 
added a dedicated chapter on remedies for both natural and legal persons. 

The co-rapporteurs want to emphasize, together, that the goal of the AI Act is to ensure both 
the protection of health, safety, fundamental rights, and Union values and, at the same time, 
the uptake of AI throughout the Union, a more integrated digital single market, and a 
legislative environment suited for entrepreneurship and innovation. This spirit has guided and 
will continue to guide their work on this Regulation. 


