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SHORT JUSTIFICATION
The issue of online child sex abuse is so grave and it entails such terrible consequences in all aspects of the life of the victim that by no means it can be taken lightly. In the same breath, the explosion of Internet use, its ever increasing numerous tools and applications have transformed it into a haven for consumers in search of porn content, of whom, according to data, the youngest ones range from the age of  12 to 17. The addiction to porn material has grave effects on the human mind, as pornography presents a severely distorted view of the human body, relationships and interactions between women and men. To this, one must add the growing problem of sexual cyber bullying targeting vulnerable women and girls, such as in the highly covered case of Mila. The latter, a French LGBT high school girl, had to be placed under protection in the beginning of the year 2020 and removed from her school following online rape and death threats on the Internet  after she had criticised Islam. Finally, cases of false allegations of sex abuse which have been brought out for years justify that Member States’ relevant authorities take all measures for the authors of these deliberately fabricated cases to be made fully legally liable. In general, from the stage of suspicion of sexual crime against a child all the way to the prosecution and sanctions taken towards the offender, all precautions and best practices have to be applied for Justice to prevail. As it appears, procedural errors or penal cases started because of false accusations of criminal sexual activity against children can at times disrupt the course of Justice by sanctioning innocent citizens. It is therefore crucial that the principle of presumption of innocence is never disregarded when a woman or a man becomes the object of suspicion of online child sex abuse. Tackling the problem of online child sex abuse at its roots requires, among other strategies, that schools and parents together join forces to educate their children to engage in relationships from an angle of respect for themselves, their body, their self-image, and respect for others. Respect for oneself and for others stems from an appreciation of the human person in their emotional and spiritual dimension, without the objectification of their body. Finally, we regret that not enough data concerning convicted child abusers is available and demand that competent actors step up their efforts in this regard. This does not contradict, however, the importance of taking measures regarding e-privacy rights only as far as it is necessary and legally authorised, as stated in the Commission proposal.   
AMENDMENTS
[bookmark: IntroA]The Committee on Women's Rights and Gender Equality calls on the Committee on Civil Liberties, Justice and Home Affairs, as the committee responsible, to take into account the following amendments:
[bookmark: PasteOldAMStart][bookmark: PasteOldAMEnd][bookmark: IntroB][bookmark: EndB]<RepeatBlock-Amend>
<Amend>Amendment		<NumAm>1</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 4</Article>
	

	Text proposed by the Commission
	Amendment

	(4)	Sexual abuse and sexual exploitation of children constitute serious violations of human rights, in particular of the rights of children to be protected from all forms of violence, abuse and neglect, maltreatment or exploitation, including sexual abuse, as provided for by the 1989 United Nations Convention on the Rights of the Child and by the Charter. Digitisation has brought about many benefits for society and the economy, but also challenges including an increase of child sexual abuse online. The protection of children online is one of the Union's priorities. On 24 July 2020, the Commission adopted an EU strategy for a more effective fight against child sexual abuse9 (“the Strategy”), which aims to provide an effective response, at Union level, to the crime of child sexual abuse.
	(4)	Sexual abuse and sexual exploitation of children constitute serious violations of human rights, in particular of the rights of children to be protected from all forms of violence, abuse and neglect, maltreatment or exploitation, including sexual abuse, as provided for by the 1989 United Nations Convention on the Rights of the Child and by the Charter. In addition, the Istanbul Convention recognises that girls are often exposed to serious forms of gender-based violence, including cyberviolence. Digitisation has brought about many benefits for society and the economy, but also challenges, in particular increased child sexual abuse and child sexual exploitation online, which has been exacerbated during the COVID-19 pandemic, resulting from broader access to potential victims and a sharp rise in the exchange of child sexual abuse material between child sexual offenders. There have also been a growing number of cases of grooming during the COVID-19 pandemic, including an increase of self-generated content. Moreover, the increased misuse of privacy-enhancing technologies by offenders to disguise their horrendous actions has made it more difficult for law enforcement authorities to prevent, detect, investigate and prosecute child sexual exploitation online. According to Europol, the proliferation of anonymisation tools and the higher amount of child sexual abuse material might also lead to a higher risk of repeat victimisation8a. The protection of children online is one of the Union's priorities because children are the most vulnerable in our society and are not able to defend themselves.

	_________________
	_________________

	
	8a Europol report "Exploiting isolation: Offenders and victims of online child sexual abuse during the Covid-19 pandemic", published on 19 June 2020.

	9 Communication from the Commission to the European Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions, EU strategy for a more effective fight against child sexual abuse, 24.7.2020 COM(2020) 607 final.
	


</Amend>
<Amend>Amendment		<NumAm>2</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 4 a (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	(4a)	Girls and young women are particularly exposed to the risks of sexual abuse and sexual exploitation and they account for the overwhelming majority of cases of child sexual abuse online. According to THORN and the Canadian Centre for Child Protection, 80 % of child victims of sexual abuse were girls. Figures from a 2019 report from INHOPE show that 91 % of victims were girls, 7 % were boys and the median age of victims is decreasing, with 92 % of victims under the age of 13. According to the 2017 international report from End Child Prostitution, Child Pornography & Trafficking of Children for Sexual Purposes (ECPAT), from 2017 child sexual offenders are predominantly male1a, which is relevant when it comes to the elaboration of key indicators. It is therefore important that girls and boys have access to safe, accessible and age-appropriate channels to report abuse without fear, in particular when the abuser is in the victim’s inner circle, due to the fact that in such instances reporting is low.

	
	_________________

	
	1a ECPAT Journal “End Child Sexual Exploitation international report”, published in April 2017; https://www.ecpat.org/wp-content/uploads/2017/04/Journal_No12-ebook.pdf


</Amend>
<Amend>Amendment		<NumAm>3</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 4 b (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	[bookmark: _GoBack](4b)	On 24 July 2020, the Commission adopted an EU strategy for a more effective fight against child sexual abuse1a (the ‘Strategy’), which aims to provide an effective response, at Union level, to the crime of child sexual abuse, with due regard to different forms of sexual abuse experienced by girls and boys. As part of the Strategy, the Commission announced that it will propose sector-specific legal acts, including “clear mandatory obligations to detect and report child and young girls sexual abuse online to bring more clarity and certainty to the work of both law enforcement and relevant actors in the private sector to tackle online abuse”. Notwithstanding the Strategy, there is a great need for preventive measures and a more targeted approach to take into account the specific circumstances and needs of various vulnerable groups of children, in particular girls.

	
	_________________

	
	1a Communication from the Commission to the European Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions, EU strategy fora more effective fight against child sexual abuse, 24.7.2020 COM(2020)0607 final.


</Amend>
<Amend>Amendment		<NumAm>4</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 5</Article>
	

	Text proposed by the Commission
	Amendment

	(5)	Certain providers of number-independent interpersonal communications services, such as webmail and messaging services, are already using specific technologies to detect and report child sexual abuse online to law enforcement authorities and to organisations acting in the public interest against child sexual abuse, or to remove child sexual abuse material, on a voluntary basis. Those organisations refer to national hotlines for reporting child sexual abuse material, as well as to organisations whose purpose is to reduce child sexual exploitation, and prevent child victimisation, located both within the Union and in third countries. Collectively, those voluntary activities play a valuable role in enabling the identification and rescue of victims, and reducing the further dissemination of child sexual abuse material, while also contributing to the identification and investigation of offenders, and the prevention of child sexual abuse offences.
	(5)	Number-independent interpersonal communications services have a major role to play in detecting cases of child sexual abuse online and in removing, at source, child sexual abuse material from their  platforms to avoid further victimisation because every new visualisation of such material is harmful for the victim. Certain providers of number-independent interpersonal communications services, such as webmail and messaging services, are already using specific technologies to detect and report child sexual abuse online to law enforcement authorities and to organisations acting in the public interest against child sexual abuse and child exploitation, or to detect child sexual abuse material on their services, to remove such material from their services and to report such material, on a voluntary basis. To enable the identification of child victims and to enable providers of number-independent interpersonal communications services  to properly identify detection errors, all instances of possible child sexual abuse online should be reported to law enforcement authorities and to organisations acting in the public interest against child sexual abuse. Those organisations refer to national hotlines for reporting child sexual abuse material, as well as to organisations whose purpose is to reduce child sexual exploitation, and prevent child victimisation, located both within the Union and in third countries. Collectively, those voluntary activities play a valuable role in enabling the identification and rescue of victims, and reducing the further dissemination of child sexual abuse and child sexual exploitation material, while also contributing to the identification and investigation of offenders, and the prevention of child sexual abuse and child sexual exploitation offences.


</Amend>
<Amend>Amendment		<NumAm>5</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 6</Article>
	

	Text proposed by the Commission
	Amendment

	(6)	Until 20 December 2020, the processing of personal data by providers of number-independent interpersonal communications services by means of voluntary measures for the purpose of detecting and reporting child sexual abuse online and removing child sexual abuse material is governed by Regulation (EU) 2016/679.
	(6)	Until 20 December 2020, the processing of personal data by providers of number-independent interpersonal communications services by means of voluntary measures for the purpose of detecting and reporting child sexual abuse online and removing child sexual abuse and child sexual exploitation material is governed by Regulation (EU) 2016/679.


</Amend>
<Amend>Amendment		<NumAm>6</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 7</Article>
	

	Text proposed by the Commission
	Amendment

	(7)	Directive 2002/58/EC does not contain any specific provisions concerning the processing of personal and other data in connection with the provision of electronic communication services for the purpose of detecting and reporting child sexual abuse online and removing child sexual abuse material. However, pursuant to Article 15(1) of Directive 2002/58/EC, Member States may adopt legislative measures to restrict the scope of the rights and obligations provided for in, inter alia, Articles 5 and 6 of that Directive, which concern confidentiality of communications and traffic data, for the purpose of prevention, investigation, detection and prosecution of criminal offences linked to child sexual abuse. In the absence of such legislative measures, and pending the adoption of a new longer-term legal framework to tackle child sexual abuse effectively at Union level as announced in the Strategy, there would be no legal basis for providers of number-independent interpersonal communications services to continue to detect and report child sexual abuse online and remove child sexual abuse material in their services beyond 21 December 2020.
	(7)	Directive 2002/58/EC does not contain any specific provisions concerning the processing of personal and other data in connection with the provision of electronic communication services for the purpose of detecting and reporting child sexual abuse online and removing child sexual abuse material. However, pursuant to Article 15(1) of Directive 2002/58/EC, Member States may adopt legislative measures to restrict the scope of the rights and obligations provided for in, inter alia, Articles 5 and 6 of that Directive, which concern confidentiality of communications and traffic data, for the purpose of prevention, investigation, detection and prosecution of criminal offences linked to child sexual abuse. In the absence of such national legislative measures, and pending the adoption of a new longer-term legal framework to tackle child sexual abuse effectively at Union level as announced in the Strategy, there would be no legal basis for providers of number-independent interpersonal communications services to continue to detect and report child sexual abuse online and to detect child sexual abuse material on their services, to remove such material from their services and to report such material beyond 21 December 2020.


</Amend>
<Amend>Amendment		<NumAm>7</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 8</Article>
	

	Text proposed by the Commission
	Amendment

	(8)	This Regulation therefore provides for a temporary derogation from Article 5(1) and Article 6 of Directive 2002/58/EC, which protect the confidentiality of communications and traffic data. Since Directive 2002/58/EC was adopted on the basis of Article 114 of the Treaty on the Functioning of the European Union, it is appropriate to adopt this Regulation on the same legal basis. Moreover, not all Member States have adopted legislative measures at national level to restrict the scope of the rights and obligations provided for in those provisions in accordance with Article 15(1) of Directive 2002/58/EC, and the adoption of such measures involves a significant risk of fragmentation likely to negatively affect the internal market.
	(8)	This Regulation therefore provides for a temporary derogation from Article 5(1) and Article 6 of Directive 2002/58/EC, which protect the confidentiality of communications and traffic data. Voluntary measures that providers offering number-independent interpersonal communications services in the Union apply for the sole purpose of detecting and reporting child sexual abuse online and detecting, removing and reporting child sexual abuse material will therefore become subject to the safeguards and conditions set out in this Regulation. Since Directive 2002/58/EC was adopted on the basis of Article 114 of the Treaty on the Functioning of the European Union, it is appropriate to adopt this Regulation on the same legal basis. Moreover, not all Member States have adopted legislative measures at national level to restrict the scope of the rights and obligations provided for in those provisions in accordance with Article 15(1) of Directive 2002/58/EC, and the adoption of such measures involves a significant risk of fragmentation likely to negatively affect the internal market and the protection of fundamental rights, in particular the rights of children who fall victim to child sexual abuse online across the Union.


</Amend>
<Amend>Amendment		<NumAm>8</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 11</Article>
	

	Text proposed by the Commission
	Amendment

	(11)	Since the sole objective of this Regulation is to enable the continuation of certain existing activities aimed at combating child sexual abuse online, the derogation provided for by this Regulation should be limited to well-established technology that is regularly used by number-independent interpersonal communications services for the purpose of detecting and reporting child sexual abuse online and removing child sexual abuse material before the entry into force of this Regulation.The reference to the technology includes where necessary any human review directly relating to the use of the technology and overseeing it. The use of the technology in question should therefore be common in the industry, without it necessarily being required that all providers use the technology and without precluding the further evolution of the technology in a privacy-friendly manner. In this respect, it should be immaterial whether or not a particular provider that seeks to rely on this derogation itself already uses such technology on the date of entry into force of this Regulation. The types of technologies deployed should be the least privacy-intrusive in accordance with the state of the art in the industry and should not include systematic filtering and scanning of communications containing text but only look into specific communications in case of concrete elements of suspicion of child sexual abuse.
	(11)	Since the sole objective of this Regulation is to enable the continuation of certain existing activities aimed at combating child sexual abuse online, the derogation provided for by this Regulation should be limited to well-established technology that is regularly used by number-independent interpersonal communications services for the purpose of detecting and reporting child sexual abuse online and removing child sexual abuse material. The reference to the technology includes where necessary any human review directly relating to the use of the technology and overseeing it. The use of the technology in question should therefore be common in the industry, without it necessarily being required that all providers use the technology and without precluding the further evolution of the technology in a privacy-friendly manner. In this respect, it should be immaterial whether or not a particular provider that seeks to rely on this derogation itself already uses such technology on the date of entry into force of this Regulation. The types of technologies deployed should be the least privacy-intrusive in accordance with the state of the art in the industry. The technologies deployed should not be able to understand the content of the communications but should only be able to detect patterns of possible child sexual abuse.


</Amend>
<Amend>Amendment		<NumAm>9</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Recital 14</Article>
	

	Text proposed by the Commission
	Amendment

	(14)	In order to ensure transparency and accountability in respect of the activities undertaken pursuant to the derogation, the providers should publish reports on an annual basis on the processing falling within the scope of this Regulation, including on the type and volumes of data processed, number of cases identified, measures applied to select and improve key indicators, the numbers and ratios of errors (false positives) of the different technologies deployed, measures applied to limit the error rate and the error rate achieved, the retention policy and the data protection safeguards applied.
	(14)	In order to ensure transparency and accountability in respect of the activities undertaken pursuant to the derogation, the providers should publish reports on an annual basis on the processing falling within the scope of this Regulation, including on the type and volumes of data processed, number of cases of child sexual abuse identified with gender-disaggregated data, where possible, measures applied to select and improve key indicators, the numbers and ratios of errors (false positives) of the different technologies deployed, measures applied to limit the error rate and the error rate achieved, the retention policy and the data protection safeguards applied.


</Amend>
<Amend>Amendment		<NumAm>10</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 1 – paragraph 1</Article>
	

	Text proposed by the Commission
	Amendment

	This Regulation lays down temporary and strictly limited rules derogating from certain obligations laid down in Directive 2002/58/EC, with the sole objective of enabling providers of number-independent interpersonal communications services to continue the use of technologies for the processing of personal and other data to the extent necessary to detect and report child sexual abuse online and remove child sexual abuse material on their services.
	This Regulation lays down temporary and strictly limited rules derogating from certain obligations laid down in Directive 2002/58/EC, with the sole objective of enabling providers of number-independent interpersonal communications services to use technologies for the processing of personal data to the extent necessary and proportionate to detect and report child sexual abuse online and detect child sexual abuse material on their services, remove such material from their services and report such material.


</Amend>
<Amend>Amendment		<NumAm>11</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 – point a</Article>
	

	Text proposed by the Commission
	Amendment

	(a)	material constituting child pornography as defined in Article 2, point (c), of Directive 2011/93/EU of the European Parliament and of the Council;
	Deleted


</Amend>
<Amend>Amendment		<NumAm>12</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 – point a a (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	(aa)	‘solicitation’, which means:

	
	(i) 	the proposal by an adult to meet a child who has not reached the age of consent for sexual activity for the purpose of committing any of the offences provided for in Article 3(4) and Article 5(6) of Directive 2011/93/EU of the European Parliament and of the Council1a; or

	
	(ii) 	the attempt by an adult to meet a child who has not reached the age of sexual consent for the purpose of committing an offence as provided for in Article 5(2) or (3) by an adult soliciting a child who has not reached the age of sexual consent to provide pornography depicting that child.

	
	_________________

	
	1a	Directive 2011/93/EU of the European Parliament and of the Council of 13 December 2011 on combating the sexual abuse and sexual exploitation of children and child pornography, and replacing Council Framework Decision 2004/68/JHA (OJ L 335, 17.12.2011, p. 1).


</Amend>
<Amend>Amendment		<NumAm>13</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 – point b</Article>
	

	Text proposed by the Commission
	Amendment

	(b)	solicitation of children for the purpose of engaging in sexual activities with a child or of producing child pornography by any of the following:
	deleted

	(i) luring the child by means of offering gifts or other advantages;
	

	(ii) threatening the child with a negative consequence likely to have a significant impact on the child;
	

	(iii) presenting the child with pornographic materials or making them available to the child .
	


</Amend>
<Amend>Amendment		<NumAm>14</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 – point c</Article>
	

	Text proposed by the Commission
	Amendment

	(c)	‘pornographic performance’ as defined in Article 2(e) of Directive 2011/93/EU.
	(c)	‘pornographic performance’ as defined in Article 2(e) of Directive 2011/93/EU, including revenge porn.


</Amend>
<Amend>Amendment		<NumAm>15</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 – point c a (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	(ca)	‘sexual coercion’ as defined in Directive 2011/93/EU;


</Amend>
<Amend>Amendment		<NumAm>16</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 a (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	(2a)	‘child’ means any person below the age of sexual consent;


</Amend>
<Amend>Amendment		<NumAm>17</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 2 – paragraph 1 – point 2 b (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	(2b)	‘child sexual abuse material’ means:

	
	(a) material constituting ‘child pornography’ as defined in Article 2, point (c), of Directive 2011/93/EU;

	
	(b) material constituting ‘child prostitution’ as defined in Article 2, point (d), of Directive 2011/93/EU.


</Amend>
<Amend>Amendment		<NumAm>18</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – introductory part</Article>
	

	Text proposed by the Commission
	Amendment

	The specific obligations set out in Article 5(1) and Article 6 of Directive 2002/58/EC shall not apply to the processing of personal and other data in connection with the provision of number-independent interpersonal communications services strictly necessary for the use of technology for the sole purpose of removing child sexual abuse material and detecting or reporting child sexual abuse online to law enforcement authorities and to organisations acting in the public interest against child sexual abuse, provided that:
	The specific obligations set out in Article 5(1) and Article 6 of Directive 2002/58/EC shall not apply to the processing of personal data in connection with the provision of number-independent interpersonal communications services strictly necessary for the use of technology for the sole purpose of detecting and removing child sexual abuse material and detecting child sexual abuse online or reporting both to law enforcement authorities and to organisations acting in the public interest against child sexual abuse, provided that:


</Amend>
<Amend>Amendment		<NumAm>19</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point a</Article>
	

	Text proposed by the Commission
	Amendment

	(a)	the processing is proportionate and limited to well-established technologies regularly used by providers of number-independent interpersonal communications services for that purpose before the entry into force of this Regulation, and that are in accordance with the state of the art used in the industry and are the least privacy-intrusive;
	(a)	the processing is proportionate and limited to well-established technologies regularly used by providers of number-independent interpersonal communications services for that purpose, and that are in accordance with the state of the art used in the industry and are the least privacy-intrusive;


</Amend>
<Amend>Amendment		<NumAm>20</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point d</Article>
	

	Text proposed by the Commission
	Amendment

	(d)	the processing is limited to what is strictly necessary for the purpose of detection and reporting of child sexual abuse online and removal of child sexual abuse material and, unless child sexual abuse online has been detected and confirmed as such, is erased immediately;
	(d)	the processing is limited to what is strictly necessary for the purpose of detection and reporting of child sexual abuse online and detection, reporting and removal of child sexual abuse material; where no child sexual abuse online has been detected and confirmed as such, the relevant data shall only be retained, for the time period necessary, for the following purposes:


</Amend>
<Amend>Amendment		<NumAm>21</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point d – indent 1 (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	-	reporting them to, and responding to proportionate requests from, law enforcement and other relevant public authorities;


</Amend>
<Amend>Amendment		<NumAm>22</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point d – indent 2 (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	-	blocking the account of the user concerned;


</Amend>
<Amend>Amendment		<NumAm>23</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point d – indent 3 (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	-	in relation to data reliably identified as child pornography, creating a unique, non-reconvertible digital signature (‘hash’);


</Amend>
<Amend>Amendment		<NumAm>24</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point d – indent 4 (new)</Article>
	

	Text proposed by the Commission
	Amendment

	
	-	administrative or judicial proceedings or review or an administrative or judicial remedy.


</Amend>
<Amend>Amendment		<NumAm>25</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 1 – point e</Article>
	

	Text proposed by the Commission
	Amendment

	(e)	the provider annually publishes a report on its related processing, including on the type and volumes of data processed, number of cases identified, measures applied to select and improve key indicators, numbers and ratios of errors (false positives) of the different technologies deployed, measures applied to limit the error rate and the error rate achieved, the retention policy and the data protection safeguards applied.
	(e)	the provider annually publishes a report on its related processing, including on the type and volumes of data processed, number of cases of child sexual abuse and child sexual abuse material identified, reported and removed, showing gender disaggregated data, where possible, measures applied to select and improve key indicators, numbers and ratios of errors (false positives) of the different technologies deployed, measures applied to limit the error rate and the error rate achieved, the retention policy and the data protection safeguards applied.


</Amend>
<Amend>Amendment		<NumAm>26</NumAm>
<DocAmend>Proposal for a regulation</DocAmend>
<Article>Article 3 – paragraph 2</Article>
	

	Text proposed by the Commission
	Amendment

	As regards point (d), where child sexual abuse online has been detected and confirmed as such, the relevant data may be retained solely for the following purposes and only for the time period necessary:
	deleted

	— for its reporting and to respond to proportionate requests by law enforcement and other relevant public authorities;
	

	— for the blocking of the concerned user’s account;
	

	— in relation to data reliably identified as child pornography, for the creation of a unique, non-reconvertible digital signature (‘hash’).
	


<TitreJust>Justification</TitreJust>
Moved up to (d)
</Amend>


</RepeatBlock-Amend>
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	Elena Kountoura

	ID
	Simona Baldassarre, Annika Bruna, Isabella Tovaglieri

	Renew
	Radka Maxová, Samira Rafaela, María Soraya Rodríguez Ramos, Hilde Vautmans, Chrysoula Zacharopoulou

	PPE
	Lena Düpont, Rosa Estaràs Ferragut, Frances Fitzgerald, Cindy Franssen, Lívia Járóka, Arba Kokalari, Elżbieta Katarzyna Łukacijewska, Sirpa Pietikäinen, Elissavet Vozemberg‑Vrionidi, 

	S&D
	Robert Biedroń, Vilija Blinkevičiūtė, Heléne Fritzon, Lina Gálvez Muñoz, Pina Picierno, Evelyn Regner, Vera Tax
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	Verts/ALE
	Alice Kuhnke, Diana Riba i Giner, Sylwia Spurek, Ernest Urtasun
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	ECR
	Margarita de la Pisa Carrión

	GUE/NGL
	Silvia Modig

	ID
	Christine Anderson
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+	:	in favour
-	:	against
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